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Abstract

This thesis is concerned with the design and analysis of some
quasi-Newton methods for solving optimization problems in
machine learning and control of nonlinear dynamical systems.
The proposed algorithms are designed to exploit approximate
second-order information to improve convergence rates, stabil-
ity, and generalization of the learned models and control poli-
cies. The thesis is organized into two main parts. In the first
part, we present a generalized Gauss-Newton algorithm that
uses an adaptive step-size selection strategy and preserves the
affine-invariant property of Newton’s method. This algorithm
significantly reduces the computational cost of Gauss-Newton
methods, particularly in mini-batch supervised learning. We
then extend this with a proximal method for nonsmooth con-
vex composite optimization, resulting in two new algorithms.
In the second part, we treat learning and control problems in
the training of neural networks. First, we present a rigorous
theoretical study of the generalized Gauss-Newton algorithm
for the optimization of feedforward neural networks. This
study establishes a non-asymptotic guarantee for the conver-
gence of feedforward neural networks with a general explicit
regularizer. Then, an inexact sequential quadratic program-
ming framework is proposed for optimal control in recurrent
neural networks, using a two-stage approach for system identi-
fication and optimal control policy selection. Several practical
applications of all the proposed algorithms are demonstrated
through numerical experiments.
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Part I

Motivation, context and
structure

1



Chapter 1

Introduction

Optimization problems are ubiquitous in fields such as machine learn-
ing, control, and signal processing. Many real-world applications pose
challenging optimization problems that are nonsmooth, nonconvex, and
high-dimensional. First-order optimization methods, like gradient de-
scent, often suffer from slow convergence, getting trapped in suboptimal
local minima, or quickly reverting to poor solution estimates. Particularly
in the context of learning and control, these challenges can lead to poor
generalization, instability, and suboptimal performance of the learned
models and control policies. Second-order optimization methods, which
exploit curvature information, can help overcome these challenges by
providing faster convergence rates and more accurate solutions. However,
the computational overhead of computing and storing the full Hessian
matrix (the matrix of second-order partial derivatives) can be prohibitive,
especially in high-dimensional problems. Quasi-Newton methods, which
replace the Hessian matrix with its approximations, are popular alterna-
tives to full second-order methods. These methods are computationally
efficient in a wide range of optimization and control problems.

2



1.1 Structure and overview

In this thesis, we design and analyze practical quasi-Newton optimization
methods for learning and control problems. We focus on (i) nonsmooth
optimization in machine learning for several data-based modeling ap-
plications, and (ii) optimization-based approaches for optimal control
problems. The contributions herein are spread across two parts of the
thesis: Part II and Part III. Part II is made up of Chapters 2–3, and Part
III is made up of Chapters 4–5. Each of these chapters are written to be
self-contained, with a clear problem statement, motivation, methodology,
theoretical analysis, and numerical experiments. However, in Part I (this
chapter), we provide a general overview of the problems considered in
the thesis and the motivation behind the proposed algorithms. The thesis’
main contributions are thus structured as follows.

Part II: Solving nonsmooth convex composite optimization problems
with generalized Gauss-Newton methods and self-concordant smooth-
ing. This part, the associated appendices (Appendices 2.A, 2.B, 3.A),
and the conclusions from the respective chapters in Chapter 6 are based
on:

• Adeyemi D. Adeoye and Alberto Bemporad. “SCORE: approximat-
ing curvature information under self-concordant regularization”. In:
Computational Optimization and Applications 86.2 (2023), pp. 599–626.

• Adeyemi D. Adeoye and Alberto Bemporad. “Self-concordant Smooth-
ing for Large-Scale Convex Composite Optimization”. In: arXiv preprint
arXiv:2309.01781 (2024). Submitted.

The main contributions of this part are summarized below.

(a) We introduce self-concordant regularization (SCORE), a regulariza-
tion and optimization framework for smooth convex problems which
incorporates Newton-decrement into damped Newton-type iterates.
Under this framework, we present a generalized Gauss-Newton
(GGN) algorithm, called GGN-SCORE, that updates the optimiza-
tion variables in a pseudo-online (stochastic) manner. The proposed

3



algorithm exploits the structure of the regularized Gauss-Newton
matrix to significantly reduce associated computational overhead.
GGN-SCORE demonstrates how to speed up convergence while
also improving model generalization for practical machine learn-
ing applications. Numerical experiments show the efficiency of our
method and its fast convergence, which compare favorably against
baseline first-order and quasi-Newton methods. Additional exper-
iments involving nonconvex (overparameterized) neural network
training problems show that the proposed method is promising for
nonconvex optimization, motivating further study of the approach
specifically for understanding the optimization landscape of deep
neural networks.

(b) We extend and generalize the notion of SCORE to nonsmooth convex
optimization problems by embedding proximal operators to handle
nonsmooth regularizers. Based on this extension, we propose two
new algorithms: (i) a proximal Newton algorithm, and (ii) a proximal
GGN algorithm. We provide theoretical guarantees for the conver-
gence of these algorithms and demonstrate their efficiency through
numerical experiments on several problems relevant to machine
learning, signal processing, and control.

Part III: Theoretical guarantees and practical frameworks for solving
supervised learning and control problems in neural networks using
quasi-Newton methods. This part, the associated appendices (Appen-
dices 4.A, 4.B, 4.C), and the conclusions from the respective chapters in
Chapter 6 are based on:

• Adeyemi D. Adeoye, Philipp Christian Petersen, and Alberto Bempo-
rad. “Regularized Gauss-Newton for Optimizing Overparameterized
Neural Networks”. In: arXiv preprint arXiv:2404.14875 (2024). Submit-
ted.

• Adeyemi D. Adeoye and Alberto Bemporad. “An Inexact Sequential
Quadratic Programming Method for Learning and Control of Recur-
rent Neural Networks”. In: IEEE Transactions on Neural Networks and
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Learning Systems 36.2 (2025), pp. 2762–2776. DOI: 10.1109/TNNLS.
2024.3354855.

The main contributions of this part are summarized below.

(a) Under practical boundedness conditions on the regularized GGN
matrices and the smoothness of the hidden-layer activation function,
we establish a non-asymptotic guarantee for the last-iterate conver-
gence of a two-layer neural network predictions to the outputs of a
given target function. We also quantify the decay of the regularized
objective function over the course of the training iterations which,
under standard theoretical setups, guarantees the global convergence
the GGN. Through empirical simulations, we show how this rather
general framework relate generalization and stability of the opti-
mized neural network with the structural properties of the class of
regularizers despite possibly breaking the direct relation between
GGN and the neural tangent kernel (NTK) regression.

(b) We present a quasi-Newton optimization framework based on a two-
stage approach to solving optimal control problems in the training
of neural networks. In the first stage, the true system dynamics are
approximated using a specific type of RNN whose training prob-
lem is regarded as a finite-horizon optimal control problem. We
describe how the resulting regularized quadratic programming (QP)
subproblems are solved efficiently, and how they incorporate ap-
proximate second-order information into the learning process. In
particular, we propose an inexact sequential quadratic programming
(SQP) algorithm to solve the QP subproblems efficiently. Under mild
assumptions, we establish the convergence of the proposed SQP
algorithm. Our framework and proposed algorithms use (approxi-
mate) second-order information in the optimization process of the
two stages to learn accurate models and control policies that help
in real-time decision-making under uncertainty and partial observ-
ability. Through numerical experiments on a reinforcement learning
(RL) problem and an industrial control setting, we demonstrate the
practical applications of the proposed methods and discuss possible
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extensions for future research. Notably, the proposed RNN learning
framework is shown to outperform existing methods in terms of
convergence speed and approximation accuracy.

1.1.1 Open-source implementations

We provide open-source implementations of most of the proposed algo-
rithms in this thesis in a Julia [41] package. Due to the goal of devel-
oping a unified framework for solving optimization problems in learn-
ing and control, the Julia package is designed to be modular and ex-
tensible, allowing for easy integration of new algorithms and problem
formulations. Markedly, the Julia package unifies algorithms for solv-
ing Self-Concordant Smooth Optimization (SCSO) problems, where we use
“smooth” synonymously with “regularized” in the context of this thesis. It
is available on GitHub at https://github.com/adeyemiadeoye/
SelfConcordantSmoothOptimization.jl.

NB: It is worth mentioning that when revising some parts of the subsequent
sections of this chapter for a first submission, a writing tool based on a Large
Language Model (LLM) was used to rewrite some sentences, correct some gram-
matical errors and improve the writing of an original early draft where the main
structure and content were already in place with appropriate references (when
they’re known). The goal is to make the introduction clearer, simpler and less
technical for a broader audience; we hope this language technology has helped in
making the introduction a good entry point into the main (technical) parts of the
thesis for readers (as the expert reviews suggest). The technology was not used to
generate any new content or ideas (which expert sources debate its ability to do
currently), but rather to assist in the revision/writing process.
Also, the Julia package has since undergone some refactoring with the aid of the
LLM technology, with no changes to the implemented algorithms.

1.2 Nonlinear programming problem

In this section, we provide a very general setup of the optimization prob-
lems considered in this thesis. We want to describe the basic and essential
components that are common to all the optimization problems considered
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throughout. The specific assumptions and notations for the objective func-
tions, constraints, and optimization variables are tailored to the specific
problem formulations and described in each chapter.

We aim to solve optimization problems of the form

min
x∈C

f(x), (1.1)

where x ∈ Rn is the optimization variable, and the set C ⊆ Rn represents
possible constraints on the optimization variables, such as bounds on
the variables or linear equality and inequality constraints. The objective
function f : Rn → R is possibly nonsmooth, nonconvex and/or high-
dimensional, depending on the target application. Irrespective of the
specific form of f and C, the goal is to find a minimizer x∗ ∈ C such
that f(x∗) ≤ f(x) for all x ∈ C. The optimization problems considered
in this thesis arise in machine learning, control, and signal processing
applications, where the objective function f is typically a loss function
or a cost function that needs to be minimized to learn accurate models
or control policies. In some problems, such as structural risk minimization
in machine learning, the constraint set C serves the purpose of regulariz-
ing the optimization problem and preventing overfitting of the learned
models [232]. In this case, the constraints are often imposed via an explicit
regularization term g : Rn → R, leading to the regularized optimization
problem

min
x∈Rn

L(x) ≜ f(x) + λg(x), (1.2)

where λ > 0 is a regularization parameter that controls the trade-off
between the objective term f and the regularization term g. This regular-
ization term penalizes complex models and encourages simpler solutions,
thereby improving the generalization capability of the learned models.

When modeling large-scale dynamical systems and designing control
systems, simpler and lightweight models are often preferred. To reduce
the model complexity, an optimization problem of the form (1.2) is typi-
cally solved, where the regularization term g enforces (structured) sparsity
on the model parameters. For example, g can be a sparse group lasso
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penalty that encourages the selection of a small subset of states or inputs
that are considered more important in the dynamical model (see, e.g.,
[32]). In MPC problems, C represents model dynamics and operational
constraints that need to be satisfied by the control policies [44]. Here, the
constraints are imposed directly on the optimization variables x, and an
algorithm is sought to find a feasible solution that satisfies the constraints
while minimizing the cost function f . Typical examples of this setup are
presented in Section 1.3 and Chapter 5.

Each chapter in Parts II and III of this thesis deals with a specific
type of constraint set C. In Chapter 2, we consider smooth optimization
problems with self-concordant regularizers, with the main goal of pre-
senting the proposed optimization scheme in a comprehensive manner,
and demonstrating its efficiency in solving practical machine learning
problems. This scheme is extended to handle more general nonsmooth
optimization problems in the subsequent chapters, with the goal of pro-
viding a unified approach to solving optimization problems in learning and
control.

1.3 Learning and control problems

In common learning strategies, the optimization problem is formulated as
a data-driven modeling problem, where the optimization variables are the
model parameters, and the constraints (typically enforced through (1.2))
define desired structural properties of the model. When deeper structures
and higher complexities are involved in the model learning, particularly
in the context of neural networks, the learning algorithms of choice are
often gradient-based that use the chain rule of differentiation to compute
gradient terms. This process is known as backpropagation [203], and it is
central to modern deep learning algorithms [102]. Backpropagation has
been directly linked to an optimal control formalism in which constraints
in the problem are represented as model dynamics [132]. Under this
lens, we introduce the learning and control aspects of the optimization
problems considered in this thesis.
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1.3.1 Supervised learning with neural networks

Consider a data-generating system represented by x+ ≜ h(x, u, t), where
x ∈ Rnx is the current state, x+ ∈ Rnx is the next state, u ∈ Rnu is
the control input, and t ∈ R is the discrete-time index. The system
dynamics are (partially) unknown, but we have access to a dataset of
(noisy) measurements {(xi, ui, yi)}Ni=1, where yi ∈ Rny are the outputs
of the system. We aim to learn an approximate modelM that provides
real-time predictions of the system outputs given the current state and
control input. SupposeM is a neural network with L layers defined by

noisy

data approximator
predictions

physical

system

(partially) unknown

Figure 1: Data-driven approximation of a dynamical system.

M(x, u; θ) ≜

σL(W
(L)σL−1(W

(L−1) · · ·σ1(W (1)[x, u]⊤ + b(1)) · · ·+ b(L−1)) + b(L)),
(1.3)

where for each l = 1, . . . , L, W (l) ∈ Rnl×nl−1 and b(l) ∈ Rnl are the
weights and biases of the l−th layer, respectively, and σl : R → R
is an element-wise nonlinear hidden map, called the activation func-
tion. Let θl ≜ {W (l), b(l)} be the parameters of the l−th layer, then
Rn ∋ θ ≜ vec(θ1, . . . , θL) represents the stacked vector of all parame-
ters in the network. If ŷi = M(xi, ui; θ) denotes the predictions of the
neural network, then the model parameters θ are learned by minimizing
the regularized empirical risk

L(θ) = 1

N

N∑︂
i=1

ℓ(Yi, ŷi) + λg(θ), (1.4)

where Yi ≜ [yi, x
+]⊤ ∈ RnY , ℓ : RnY ×RnY → R measures the discrepancy

between the predicted and true outputs, g : Rn → R is a regularization
term, and λ > 0 is a regularization parameter.
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hidden maps

output input 

Figure 2: A neural network schematic.

The neural network (1.3) is called a feedforward neural network (FNN).
Because FNNs are universal approximators, they can learn complex func-
tions and model the system dynamics effectively [117]. However, since
they lack memory (recurrent connections or feedback loops), they may
not be suitable for modeling dynamical systems with memory or feedback
without special modifications. On the other hand, recurrent neural networks
(RNNs) are designed to handle such systems [203]. A vanilla RNN in
state-space form is given by

xt+1 =Mx(xt, ut; θx),

ŷt =My(xt; θy),
(1.5)

where θx and θy are the parameters of the state and output models, re-
spectively.

The optimization problems associated with training RNNs are more
complex than those for FNNs as the model involves hidden states and
a sequence of optimization problems are solved over time. However,
the training problem of both FNNs and RNNs are finite-horizon optimal
control problems, as we briefly discuss below. Hence, developing efficient
optimization algorithms that solve problems coming from both (super-
vised) learning and control applications forms the core of subsequent
chapters. In Chapter 5, we propose a specialized algorithm that solve
the training problem of RNNs efficiently. All the algorithms proposed in
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physical
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noisy

data
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(recurrent)
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(partially) unknown

Figure 3: Schematic of a dynamical system approximated by a neural net-
work.

Chapters 2–4 can handle the training problem of FNNs.

1.3.2 Finite-horizon optimal control problems in super-
vised learning

Optimal control

Consider a discrete-time system described by the state-space model

xt+1 = h(xt, ut), (1.6)

where xt ∈ Rnx is the state, ut ∈ Rnu is the control input, and
h : Rnx ×Rnu → Rnx is the system dynamics in discrete time. For simplic-
ity of our presentation, we ignore possible disturbances, constraints, and
uncertainties in the system dynamics (1.6), but we remark that these are
important considerations in practice, and are taken into account in the
subsequent relevant chapters.

In finite-horizon optimal control, the goal is to find a sequence of control
inputs {ut}T−1

t=0 that minimizes a cost function

J(x0, {ut}T−1
t=0 ) ≜

T−1∑︂
t=0

ℓ(xt, ut) + ℓT (xT ), (1.7)
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over a finite horizon T , where ℓ : Rnx × Rnu → R is the stage cost, and
ℓT : Rnx → R is the terminal cost. The optimization problem is formulated
as

min
{ut}T−1

t=0

J(x0, {ut}T−1
t=0 )

s.t. xt+1 = h(xt, ut), t = 0, . . . , T − 1

xT ∈ XT ,

x0 = xinit,

(1.8)

where J : Rnx × RTnu → R is defined by (1.7), XT is the terminal con-
straint set and xinit is the initial state of the system. In case disturbances,
constraints, and uncertainties are present in the system dynamics, the
optimization problem (1.8) is modified to include them accordingly.

The finite-horizon optimal control problem (1.7)–(1.8) can be solved
using dynamic programming or direct optimization methods [44]. For a
broader and more detailed presentation, including infinite-horizon optimal
control problems, we refer the reader to [40, 44].

Feedforward neural network training as an optimal control problem

By explicitly writing the equality constraints in (1.8) as

x1 = h(x0, u0),

x2 = h(x1, u1),

...

xT = h(xT−1, uT−1),

the optimal control problem (1.7)–(1.8) becomes more easily seen as a non-
linear programming (optimization) problem with variables {ut}T−1

t=0 and
{xt}Tt=0. Consider eliminating the intermediate state variables {xt}T−1

t=1

by successive substitution, so that only {ut}T−1
t=0 and x0 remain as opti-

mization variables. While the optimization problem still depends on the
initial state x0 which determines the optimal control sequence {u∗t }T−1

t=0 ,
there are now only T + 1 decision variables to be optimized. This ap-
proach is called the sequential optimal control approach, and it is precisely
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what backpropagation amounts to when gradient-based optimization
algorithms are used to train FNNs by minimizing the regularized loss
(1.4) [132, 93]. To make it more explicit, consider the FNN model (1.3)
with L layers, and write this optimization problem as

min
θ,{zl}L−1

l=1

L(θ)

s.t. a0 = z0,

al =W (l)zl−1 + b(l), l = 1, . . . , L− 1,

with zl = σl(al), l = 1, . . . , L− 1,

(1.9)

where L(θ) is defined by (1.4) and z0 ∈ Rn0×N is the input data. Prob-
lem (1.9) is an L-stage finite-horizon optimal control problem, and the
optimization variables are the parameters θ and the intermediate states
{zl}L−1

l=1 . In the traditional gradient-based training, the intermediate states
are eliminated by successive substitution in the forward pass to compute
the loss, and the loss gradient is computed in the backward pass (backprop-
agation) to update the parameters θ.

Recurrent neural network training as an optimal control problem

Since stability and backpropagation-related issues in FNN training are
readily handled by regularization techniques [102] (see also Chapter 4),
traditional backpropagation (gradient-based) training is often efficient
and sufficient for FNNs. However, for RNNs, the training problem is
more complex due to the presence of hidden states and the sequential
nature of the optimization problem. In this case, the backpropagation
through time (BPTT) algorithm, a variant of backpropagation, is used
to compute the loss gradients. This involves first unrolling the RNN
over time to form a multilayer (deep) feedforward neural network (that
is, forward pass, which eliminates the hidden states), and then applying
backpropagation to compute the loss gradients. This process is known to
suffer from vanishing and exploding gradients [36, 116], which can lead to
poor generalization and slow convergence. These issues can be addressed
by incorporating second-order information into the optimization process,
as we discuss in Chapter 5.
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Figure 4: Schematic of a simple RNN unrolled over time.

Another approach to solving optimal control problems is the simulta-
neous approach, where all the decision variables are optimized simulta-
neously. When viewed as an optimal control problem, it is more natural
and efficient to solve the training problem of RNNs using the simultane-
ous approach. Here, no elimination of intermediate states is done, and
the optimization problem is solved directly as a large-scale nonlinear
programming problem where subproblems are solved with structure-
exploiting iterative algorithms.

Consider the RNN model in (1.5). Under the simultaneous approach,
the training problem of the RNN is formulated as

min
θx,θy,{xt}T

t=0

Lrnn(θx, θy, x0)

s.t.

⎡⎢⎢⎢⎢⎣
x1 −Mx(x0, u0; θx)
x2 −Mx(x1, u1; θx)

...
xT −Mx(xT−1, uT−1; θx)

⎤⎥⎥⎥⎥⎦ = 0,
(1.10)

where

Lrnn(θx, θy, x0) ≜
T−1∑︂
t=0

ℓ(yt, ŷt) +R(θx, θy, x0),

is the regularized loss function, with R being separable in the model
parameters and the initial state x0. This formulation results in a large-scale
optimization problem with Tnx + nθx + nθy decision variables and Tnx
equality constraints, where nθx and nθy are the number of parameters
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in the state and output models, respectively. Several benefits of this
approach for training RNNs are discussed in Chapter 5.

1.4 First- and second-order optimization meth-
ods

To simplify our presentation in this section, we consider the optimization
problem (1.1) with C = Rn, and assume that f is twice continuously
differentiable. The gradient of f at x is denoted by ∇ f(x), and ∇2 f(x)

denotes its Hessian. In modern practice, these terms are estimated using
automatic differentiation tools provided by software libraries of popular
programming languages, and account for exact first- and second-order
information, respectively, about the function f in the design of algorithms
for solving smooth optimization problems. A technique for handling
nonsmooth terms in composite optimization problems is discussed in
Chapter 3.

1.4.1 First-order optimization methods

First-order optimization methods rely solely on gradient information to
find the minimizer of the objective function f . The most common first-
order method is the gradient descent method, which can be traced back
to Augustin-Louis Cauchy’s work in [62]. The gradient descent method
updates the current iterate xk of the optimization variable x using the
iterative formula

xk+1 = xk − αk∇f(xk), (1.11)

where αk > 0 is the step size or learning rate. There are now several
variants of the gradient descent method (see [200] and the references
in Chapter 2), including the stochastic gradient descent (SGD) method,
which uses a noisy estimate of the gradient to update x. The SGD method
is particularly useful for large-scale optimization problems, where com-
puting the full gradient is computationally expensive [46]. While they are
simple and easy to implement, with low per-iteration computational cost,
first-order methods can suffer from slow convergence, especially when
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the objective function has a complex landscape as in the case of neural
network training [102]. A related issue arises when the step size is chosen
poorly, often making the methods require a large number of iterations to
converge to a solution [163, 46]. Additionally, first-order methods may
struggle with saddle points, where the gradient is zero but the point is
not a local minimum [77].

1.4.2 Second-order optimization methods

Second-order optimization methods use both gradient and Hessian in-
formation to achieve faster convergence, and improved accuracy and
stability. Newton’s method is a prominent second-order method, and
can be traced back to Sir Isaac Newton’s work in his unpublished 1669
manuscript titled De analysi per aequationes numero terminorum infinitas
(“On the analysis by means of equations with an infinite number of terms”
[104]). Newton’s method uses the iterative formula

xk+1 = xk − [∇2 f(xk)]
−1∇f(xk). (1.12)

This method can achieve quadratic convergence near the optimal so-
lution, making it significantly faster than first-order methods for well-
behaved problems [163]. However, the computational overhead of New-
ton’s method can be severe. Computing and inverting the Hessian matrix
at each iteration can be highly prohibitive, especially for high-dimensional
problems. This motivates the use of methods that replace ∇2 f(xk) (or its
inverse) in (1.12) with an approximation of it to reduce the computational
cost while maintaining fast convergence speeds comparable to Newton’s
method.

1.4.3 Quasi-Newton methods

The first formal quasi-Newton method was developed by William C. Davi-
don in [78]. The term “quasi-Newton” was first used by Charles G. Broy-
den in 1965 [48] to describe the class of optimization methods that replace
the exact Hessian matrix inverse [∇2 f(xk)]

−1 in Newton’s method with
an approximation. The first set of quasi-Newton methods, developed in
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a series of papers between 1959 and 1970 [78, 48, 49, 21, 50, 94, 101, 216],
uses specified conditions to iteratively approximate [∇2 f(xk)]

−1 with a
sequence of matrices {Gk}, such that

lim
k→∞

Gk = [∇2 f(x∗)]−1,

where x∗ is the optimal solution of the optimization problem. In other
words, they compute Gk under the specified conditions, such that some
of its properties approximate to those of [∇2 f(xk)]

−1 [49]. Quasi-Newton
methods are widely used in practice due to their balance of efficiency and
convergence properties [168]. They are particularly effective for medium
to large-scale optimization problems where the computational cost of
Newton’s method is prohibitive.

The most popular quasi-Newton methods include the Broy-
den–Fletcher–Goldfarb–Shanno (BFGS), the Davidon–Fletcher–Powell
(DFP), the limited-memory BFGS (L-BFGS), the generalized Gauss-
Newton, and sequential quadratic programming (SQP) methods [95, 143,
168]. A common, distinct feature of these methods is the low-rank update
of the approximation matrix Gk at each iteration which, in the case of
generalized Gauss-Newton methods, is achieved through low-rank linear
algebra techniques [4] (see Chapter 2). In the next chapters, we develop
new efficient quasi-Newton methods for solving large-scale optimization
problems in machine learning and control applications.
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Part II

Solving nonsmooth convex
composite optimization

problems with generalized
Gauss-Newton methods and
self-concordant smoothing
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Chapter 2

SCORE: Approximating
curvature information under
self-concordant
regularization

2.1 Introduction

This chapter presents a pseudo-online optimization algorithm based on
solving a regularized unconstrained minimization problem under the as-
sumption of strong convexity and Lipschitz continuity. As we discussed
in the previous chapter, first-order methods such as stochastic gradient
descent (SGD) [194, 46] and its variants [86, 247, 128, 123] only make use
of first-order information through the function gradients. Second-order
methods [30, 143, 108, 11, 147, 177, 149], on the other hand, attempt to
incorporate, in some way, second-order information in their approach,
through the Hessian matrix or the Fisher information matrix (FIM). This
generally provides second-order methods with better (quadratic) conver-
gence than a typical first-order method which only converges linearly in
the neighbourhood of the solution [163].

In most commonly used second-order methods, the natural gradient,
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Gauss-Newton, and the sub-sampled Newton [56] – or its regularized
version [91] – used for incorporating second-order information while
maintaining desirable convergence properties, compute the Hessian ma-
trix (or FIM) H by using the approximation H ≈ JTJ , where J is the
Jacobian matrix. This approximation is still an nw × nw matrix, where nw
is the number of optimization variables, and remains computationally
demanding to invert for large problems. In recent works [57, 249, 38, 124],
second-order methods for overparameterized neural network models are
made to bypass this difficulty by applying a matrix identity, and instead
only compute the matrix JJT which is a d · N × d · N matrix, where
d is the model output dimension and N is the number of data points.
This approach significantly reduces computational overhead in the case
d ·N is much smaller than nw (overparameterized models) and helps to
accelerate convergence [57]. Nevertheless, for an objective function with
a differentiable (up to two times) convex regularizer, this simplification
requires a closer attention and special modifications for a general problem
with a large number of variables.

The idea of exploiting desirable regularization properties for improv-
ing the convergence of the (Gauss-)Newton scheme has been around for
decades and most of the published works on the topic combine in different
ways the idea of Levenberg-Marquardt (LM) regularization, line-search,
and trust-region methods [165]. For example, the recent work [155] com-
bines the idea of cubic regularization (originally proposed by [165]) and a
particular variant of the adaptive LM penalty that uses the Euclidean gra-
dient norm of the output-fit loss function (see [152] for a comprehensive
list and complexity bounds). Their proposed scheme achieves a global
O(k−2) rate, where k is the iteration number. A similar idea is considered
in [81] using the Bregman distances, extending the idea to develop an
accelerated variant of the scheme that achieves a O(k−3) convergence
rate.

We propose a new self-concordant regularization (SCORE) scheme
for efficiently choosing optimal variables of the model involving smooth,
strongly convex optimization objectives, where one of the objective func-
tions regularizes the model’s variable vector and hence avoids overfitting,
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ultimately improving the model’s ability to generalize well. By an extra
assumption that the regularization function is self-concordant, we pro-
pose the GGN-SCORE algorithm (see Algorithm 1 below) that updates
the minimization variables in the framework of the local norm ∥ · ∥x (a.k.a.,
Newton-decrement) of a self-concordant function f(x) such as seen in
[164]. Our proposed scheme does not require that the output-fit loss
function is self-concordant, which in many applications does not hold
[155]. Instead, we exploit the greedy descent provision of self-concordant
functions, via regularization, to achieve a fast convergence rate while
maintaining feasible assumptions on the combined objective function
(from an application point of view). Although we assume a convex opti-
mization problem in this chapter, we also provide experiments that show
promising results for non-convex problems that arise when training neu-
ral networks. Our experimental results provide an interesting opportunity
for future investigation and scaling of the proposed method for large-
scale machine learning problems, as one of the non-convex problems
considered in the experiments involves training an overparameterized
neural network. We remark that overparameterization is an interesting
and desirable property, and a topic of interest in the machine learning
community [51, 157, 31, 9].

This chapter is organized as follows: First, we introduce some nota-
tions, formulate the optimization problem with basic assumptions, and
present an initial motivation for the optimization method in Section 2.2.
In Section 2.3, we derive a new generalized method for reducing the com-
putational overhead associated with the mini-batch Newton-type updates.
The idea of SCORE is introduced in Section 2.4 and our GGN-SCORE
algorithm is presented thereafter. Experimental results that show the
efficiency and fast convergence of the proposed method are presented in
Section 4.4.
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2.2 Preliminaries

2.2.1 Notation and basic assumptions

Let {(xn,yn)}Nn=1 be a sequence of N input and output sample pairs,
xn ∈ Rnp ,yn ∈ Rd, where np is the number of features and d is the number
of targets. We assume a model f(θ;xn), defined by f : Rnw × Rnp → Y
and parameterized by the vector of variables θ ∈ Rnw . We denote by
∂ab ≡ ∂b the gradient (or first derivative) of b (with respect to a) and
∂2aab ≡ ∂2b the second derivative of b with respect to a. We write ∥ · ∥ to
denote the 2-norm. The set {diag(v) : v ∈ Rn}, where diag : Rn → Rn×n,
denotes the set of all diagonal matrices in Rn×n. Throughout this chapter,
bold-face letters denote vectors and matrices.

Suppose that f(θ;xn) outputs the value ŷn ∈ Rd. The regularized
minimization problem we want to solve is

min
θ
L(θ) ≜

N∑︂
n=1

ℓ(yn, ŷn)⏞ ⏟⏟ ⏞
g(θ)

+λ

nw∑︂
j=1

rj(θj)⏞ ⏟⏟ ⏞
h(θ)

, (2.1)

where ℓ : Rd×Rd → R is a (strongly) convex twice-differentiable output-fit
loss function, rj : R → R, j = 1, . . . , nw, define a separable regulariza-
tion term on θ, g(θ) : Rnw → R, h(θ) : Rnw → R. We assume that the
regularization function h(θ), scaled by the parameter λ > 0, is twice
differentiable and strongly convex. The following preliminary conditions
define the regularity of the Hessian of L(θ) and are assumed to hold only
locally in this chapter:

Assumption 1. The functions g and h are twice-differentiable with respect to θ
and are respectively γl- and γa-strongly convex.

Assumption 2. ∃γu, γb with 0 ≤ γl ≤ γu <∞, 0 < γa ≤ γb <∞, such that
the gradient of L(θ) is (γu + λγb)-Lipschitz continuous ∀x ∈ Rnp ,y ∈ Rd.
That is, ∀x ∈ Rnp ,∀y ∈ Rd, the gradient ∂θL(θ) = ∂θg(θ)+λ∂θh(θ) satisfies⃦⃦

∂θL(y, f(θ1;x))− ∂θL(y, f(θ2;x))
⃦⃦
≤ (γu + λγb) ∥θ1 − θ2∥ , (2.2)

for any θ1,θ2 ∈ Rnw .
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Assumption 3. ∃γg, γh with 0 < γg, γh <∞ such that ∀x ∈ Rnp ,∀y ∈ Rd,
the second derivatives of g(θ) and h(θ) respectively satisfy⃦⃦⃦

∂2g(y, f(θ1;x))− ∂2g(y, f(θ2;x))
⃦⃦⃦
≤ γg ∥θ1 − θ2∥ , (2.3a)⃦⃦⃦

∂2h(y, f(θ1;x))− ∂2h(y, f(θ2;x))
⃦⃦⃦
≤ γh ∥θ1 − θ2∥ , (2.3b)

for any θ1,θ2 ∈ Rnw .

Commonly used loss functions such as the squared loss, and the
sigmoidal cross-entropy loss are twice differentiable and (strongly) convex
in the model variables. Certain smoothed sparsity-inducing penalties such
as the (pseudo-)Huber function – presented later – constitute the class of
functions that may be well-suited for h(θ) defined above.

The assumptions of strong convexity and smoothness about the ob-
jective L(θ) are standard conventions in many optimization problems as
they help to characterize the convergence properties of the underlying so-
lution method [153, 245]. However, the smoothness assumption about the
objective L(θ) is sometimes not feasible for some multi-objective (or regu-
larized) problems where a non-smooth (penalty-inducing) function h(θ)
is used (see the recent work [42]). In such a case, and when the need to
incorporate second-order information arise, a well-known approach in the
optimization literature is generally either to approximate the non-smooth
objectives by a smooth quadratic function (when such an approximation
is available) or use a “proximal splitting” method and replace the 2-norm
in this setting with the Q-norm, where Q is the Hessian matrix or its
approximation [182]. In [182], the authors propose two techniques that
help to avoid the complexity that is often introduced in subproblems
when the latter approach is used. While proposing new approaches, [211]
highlights some popular techniques to handle non-differentiability. Each
of these works highlight the importance of incorporating second-order
information in the solution techniques of optimization problems. By
conveniently solving the optimization problem (2.1) where the assump-
tions made above are satisfied, our method ensures the full curvature
information is captured while reducing computational overhead.

23



2.2.2 Approximate Newton Scheme

Given the current value of θ, the (Gauss-)Newton method computes an
update to θ via

θ ← θ − ρG, (2.4)

where ρ is the step size, G = H−1∂L(θ) and H is the Hessian of L or
its approximation. In this chapter, we consider the generalized Gauss-
Newton (GGN) approximation of H which we now define in terms of
the function g(θ). This approximation and its detailed expression moti-
vates the modified version introduced in the next section to include the
regularization function h(θ).

Definition 1 (Generalized Gauss-Newton Hessian). Let diag(qn) ∈ Rd×d

be the second derivative of the loss function ℓ(yn, ŷn) with respect to the predictor
ŷn, qn = ∂2ŷnŷn

ℓ(yn, ŷn) for n = 1, 2, . . . , N , and let Qg ∈ RdN×dN be a block
diagonal matrix with qn being the n-th diagonal block. Let Jn ∈ Rd×nw denote
the Jacobian of ŷn with respect to θ for n = 1, 2, . . . , N , and let Jg ∈ RdN×nw

be the vertical concatenation of all Jn’s. Then, the generalized Gauss-Newton
(GGN) approximation of the Hessian matrix Hg ∈ Rnw×nw associated with the
fit loss ℓ(yn, ŷn) with respect to θ is defined by

Hg ≈ JT
g QgJg =

N∑︂
n=1

JT
n diag(qn)Jn. (2.5)

Let en ∈ Rd be the Jacobian of the fit loss defined by en = ∂ŷn
ℓ(yn, ŷn)

for n = 1, 2, . . . , N . For example, in case of squared loss ℓ(yn, ŷn) =
1
2 (yn − ŷn)

2 we get that en is the residual en = ŷn − yn. Let eg ∈ RdN be
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the vertical concatenation of all en’s. Then, using the chain rule, we write

JT
n eTn =

⎡⎢⎢⎢⎢⎣
∂θ1 ŷ

(1) ∂θ1 ŷ
(2)) · · · ∂θ1 ŷ

(d)

∂θ2 ŷ
(1) ∂θ2 ŷ

(2) · · · ∂θ2 ŷ
(d)

...
...

...
∂θnw

ŷ(1) ∂θnw
ŷ(2) · · · ∂θnw

ŷ(d)

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
∂ŷℓ

(1)

∂ŷℓ
(2)

...
∂ŷℓ

(d)

⎤⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎣
∂θ1ℓ

(1) + ∂θ1ℓ
(2) + · · ·+ ∂θ1ℓ

(d)

∂θ2ℓ
(1) + ∂θ2ℓ

(2) + · · ·+ ∂θ2ℓ
(d)

...
∂θnw

ℓ(1) + ∂θnw
ℓ(2) + · · ·+ ∂θnw

ℓ(d)

⎤⎥⎥⎥⎥⎦
=

⎡⎣ d∑︂
i=1

∂θ1ℓ
(i)

d∑︂
i=1

∂θ2ℓ
(i) · · ·

d∑︂
i=1

∂θnw
ℓ(i)

⎤⎦T

, (2.6)

and

gg(θ) = JT
g eg =

N∑︂
n=1

JT
n en. (2.7)

As noted in [212], the GGN approximation has the advantage of capturing
the curvature information of ℓ in g(θ) through the term Qg as opposed
to the FIM, for example, which ignores the full second-order interactions.
While it may become obvious, say when training a deep neural network
with certain loss functions, how the GGN approximation can be exploited
to simplify expressions for Hg (see e.g. in [47]), a modification is required
to take account of a twice-differentiable convex regularization function to
achieve some degree of simplicity and elegance. We derive a modification
to the above for the mini-batch scheme presented in the next section that
includes the derivatives of h(θ) in the GGN approximation of Hg. This
modification leads to our GGN-SCORE algorithm in Section 2.4.

2.3 Second-order (pseudo-online) optimization

Suppose that at each mini-batch step k we uniformly select a random
index set Ik ⊆ {1, 2, . . . , N}, |Ik| = m ≤ N (usually m ≪ N ) to access
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a mini-batch of m samples from the training set. The loss derivatives
used for the recursive update of the variables θ in this way is computed
at each step k, and are estimated as running averages over the batch-
wise computations. This leads to a stochastic approximation of the true
derivatives at each iteration for which we assume unbiased estimations.

The problem of finding the optimal adjustment δθmk ≜ θk+1− θk that
solves (2.1) results in solving either an overdetermined or an underdetermined
linear system depending on whether dm ≥ nw or dm < nw, respectively.
Consider, for example, the squared fit loss and the penalty-inducing
square norm as the scalar-valued functions g(θ) and h(θ), respectively in
(2.1). Then, Qg will be the identity matrix, and the LM solution δθ [134,
146] is estimated at each iteration k according to the rule1:

δθ = −(Hg + λI)−1gg = −(JT
g Jg + λI)−1JT

g eg. (2.8)

If dm < nw (possibly dm≪ nw), then by using the Searle identity (AB +

λI)A = A(BA+ λI) [213], we can conveniently update the adjustment
δθ by

δθ = −JT
g (JgJ

T
g + λI)−1eg. (2.9)

Clearly, this provides a more computationally efficient way of solving
for δθ. In what follows, we formulate a generalized solution method
for the regularized problem (2.1) which similarly exploits the Hessian
matrix structure when solving the given optimization problem, thereby
conveniently and efficiently computing the adjustment δθ.

Taking the second-order approximation of L(θ), we have

L(θ + δθ) ≈ L(θ) + gT δθ +
1

2
δθTHδθ, (2.10)

where H ∈ Rnw×nw is the Hessian of L(θ) and g ∈ Rnw is its gradient.

1For simplicity of notation, and unless where the full notations are explicitly required, we
shall subsequently drop the subscripts m and k, and assume that each expression represents
stochastic approximations performed at step k using randomly selected data batches each
of size m.
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Let M = dm+ 1 and define the Jacobian J ∈ RM×nw :

JT =

⎡⎢⎢⎢⎢⎣
∂θ1 ŷ1 ∂θ1 ŷ2 · · · ∂θ1 ŷm λ∂θ1r1
∂θ2 ŷ1 ∂θ2 ŷ2 · · · ∂θ2 ŷm λ∂θ2r2

...
...

...
...

∂θnw
ŷ1 ∂θnw

ŷ2 · · · ∂θnw
ŷm λ∂θnw

rnw

⎤⎥⎥⎥⎥⎦ . (2.11)

Let eM = 1 and denote by e ∈ RM the vertical concatenation of all en’s,
en ∈ Rd, n = 1, 2, . . . ,m and eM . Then by using the chain rule as in (2.6)
and (2.7), we obtain

g(θ) = ∂θL(θ) = JTe. (2.12)

Let qn = ∂2ŷnŷn
ℓ(yn, ŷn), qn ∈ Rd for n = 1, 2, . . . ,m (clearly qn = 1 in

case of squared fit loss terms) and let qM = 0. Define Q ∈ RM×M as
the diagonal matrix with diagonal elements qn, n = 1, 2, . . . ,m and qM ,
where Q = QT ⪰ 0 by convexity of ℓ. Consider the following slightly
modified GGN approximation of the Hessian H ∈ Rnw×nw associated
with L(θ):

H ≈ JTQJ + λHh, (2.13)

where Hh is the Hessian of the regularization term h(θ), Hh ∈ Rnw×nw ,
and is a diagonal matrix whose diagonal terms are

Hhjj =
d2rj(θj)

dθ2j
, j = 1, . . . , nw.

We hold on to the notation H to represent the modified GGN approxima-
tion of the full Hessian matrix ∂2L. By differentiating (2.10) with respect
to δθ and equating to zero, we obtain the optimal adjustment

δθ = −(JTQJ + λHh)
−1JTe. (2.14)

Remark 1. The inverse matrix in (2.14) exists due to the strong convexity
assumption on the regularization function h which makes Hr ⪰ (minj Hhjj)I
and therefore matrix JTQJ + λHh is symmetric positive definite and hence
invertible.
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Let U = JTQ. Using the identity [87, 106]

(D − V A−1B)−1V A−1 = D−1V (A−BD−1V )−1 (2.15)

with D = λHr , V = −JT , A = IM , and B = UT , and recalling that Q is
symmetric, from (2.14) we get

δθ =
(︂
λHh − (−JT )IMUT

)︂−1

(−JT )I−1
M e

= − 1

λ
H−1

h JT

(︃
IM +UT 1

λ
H−1

h JT

)︃−1

e

= −H−1
h JT

(︂
λIM +QJH−1

h JT
)︂−1

e. (2.16)

Remark 2. When combined with a second identity, namely V A−1(A −
BD−1V ) = (D − V A−1B)D−1V , one can directly derive from (2.15)
Woodbury identity defined as [114] (A + UBV )−1 = A−1 − A−1U(B +
V A−1U)−1V A−1, or in the special case B = −D−1, as (A−UD−1V )−1 =
A−1 +A−1U(D − V A−1U)−1V A−1. Using Woodbury identity would, in
fact, structurally not result into the closed-form update step (2.16) in an exact
sense. Our construction involves a more general regularization function than
the commonly used square norm, where the Woodbury identity can be equally
useful, as its Hessian yields a multiple of the identity matrix.

Compared to (2.14), the clear advantage of the form (2.16) is that it
requires the factorization of an M ×M matrix rather than an nw × nw
matrix, where the term H−1

h can be conveniently obtained by exploiting
its diagonal structure. Given these modifications, we proceed by making
an assumption that defines the residual e and the Jacobian J in the region
of convergence where we assume the starting point θ0 of the process (2.16)
lies.

Let θ∗ be a nondegenerate minimizer of L, and define Bϵ(θ∗) ≜ {θk ∈
Rnw : ∥θk − θ∗∥ ≤ ϵ}, a closed ball of a sufficiently small radius ϵ ≥ 0

about θ∗. We denote by Nϵ(θ
∗) an open neighbourhood of the sublevel

set Γ(L) ≜ {θk : L(θk) ≤ L(θ0)}, so that Bϵ(θ∗) = cl(Nϵ(θ
∗)). We then

have Nϵ(θ
∗) ≜ {θk ∈ Rnw : ∥θk − θ∗∥ < ϵ}.

Assumption 4. (i) Each en(θk) and each qn(θk) is Lipschitz smooth, and
∀θk ∈ Nϵ(θ

∗) there exists ν > 0 such that ∥J(θk)z∥ ≥ ν∥z∥.
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(ii) limk→∞
⃦⃦
Em[H(θk)]− ∂2L(θk)

⃦⃦
= 0 almost surely whenever

limk→∞ ∥gL(θk)∥ = 0, ∀θk ∈ Nϵ(θ
∗), where Em[·] denotes2 expectation

with respect to m.

Remark 3. Assumption 4(i) implies that the singular values of J are uni-
formly bounded away from zero and ∃β, β̃ > 0 such that ∥e∥ ≤ β, ∥J∥ =

∥JT ∥ ≤ β̃, then as Q ⪰ 0, we have ∃K1 such that Q ≤ K1I , and hence
∥λI +QJH−1

h JT ∥ ≤ λ+ (K/γa), where K = K1β̃
2
. Note that although we

use limits in Assumption 4(ii), the assumption similarly holds in expectation
by unbiasedness. Also, a sufficient sample size m may be required for Assump-
tion 4(ii) to hold, by law of large numbers, see e.g. [198, Lemma 1, Lemma
2].

Remark 4. Hg(θ) and Hh(θ) satisfy

γlInw
⪯Hg(θk) ⪯ γuInw

,

γaInw
⪯Hh(θk) ⪯ γbInw

,⃦⃦
Hg(y, f(θ1;x))−Hg(y, f(θ2;x))

⃦⃦
≤ γg ∥θ1 − θ2∥ ,⃦⃦

Hh(y, f(θ1;x))−Hh(y, f(θ2;x))
⃦⃦
≤ γh ∥θ1 − θ2∥ ,

at any point θk ∈ Rnw , for any x ∈ Rnp ,y ∈ Rd, and for any θ1,θ2 ∈ Nϵ(θ
∗)

where Assumption 4 holds.

We now state a convergence result for the update type (2.14) (and
hence (2.16)). First, we define the second-order optimality condition and
state two useful lemmas.

Definition 2 (Second-order sufficiency condition (SOSC)). Let θ∗ be a local
minimum of a twice-differentiable function L(·). The second-order sufficiency
condition (SOSC) holds if

∂L(θ∗) = 0, ∂2L(θ∗) ≻ 0. (SOSC)

Lemma 1 ([163, Theorem 1.2.3]). Suppose that Assumption 3 holds. Let
W ⊆ Rnw be a closed and convex set on which L(θ) is twice-continuously
differentiable. Let S ⊂W be an open set containing some θ∗, and suppose that
L(θ∗) satisfies (SOSC). Then, there exists L∗ = L(θ∗) satisfying

L(θk) > L∗ ∀θk ∈ S. (2.18)
2Subsequently, we shall omit the notation for the Hessian and gradient estimates as we

assume unbiasedness.
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Lemma 2. The adjustment δθ given by (2.14) (and hence, (2.16)) provides a
descent direction for the total loss L(θk) in (2.1) at the kth oracle call.

Remark 5. Lemma 1, Lemma 2 and the first part of (SOSC) ensure that the
second part of Assumption 4(ii) always holds. In essence, it holds at every point
θk of the sequence {θk} generated by the process (2.16) as long as we choose a
starting point θ0 ∈ Bϵ(θ∗).

Theorem 1. Suppose that Assumptions 1, 2, 3 and 4 hold, and that θ∗ is a
local minimizer of L(θ) for which the assumptions in Lemma 1 hold. Let {θk}
be the sequence generated by the process (2.16). Then starting from a point
θ0 ∈ Nϵ(θ

∗), {θk} converges at a Q-quadratic rate. Namely:

∥θk+1 − θ∗∥ ≤ ξk ∥θk − θ∗∥2 ,

where

ξk =
γg + bγh

2
(︁
γl + aγa − (γg + bγh) ∥θk − θ∗∥

)︁ .
The proofs of these results are reported in Appendix 2.A and Ap-

pendix 2.B.

2.4 Self-concordant regularization (SCORE)

In the case dm < nw, one could deduce by mere visual inspection that
the matrix H−1

h in (2.16) plays an important role in the perturbation of θ
within the region of convergence due to its “dominating" structure in the
equation. This may be true as it appears. But beyond this “naive” view,
let us derive a more technical intuition about the update step (2.16) by
using a similar analogy as that given in [163, Chapter 5]. We have

θk+1 = θk −H−1
h JT

(︂
λI +QJH−1

h JT
)︂−1

e, (2.19)

where I is the identity matrix of suitable dimension. By some simple
algebra (see e.g., [163, Lemma 5.1.1]), one can show that indeed the
update method (2.19) is affine-invariant. In other words, the region of
convergence Nϵ(θ

∗) does not depend on the problem scaling but on the
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local topological structure of the minimization functions g(θ) and h(θ)

[163].
Consider the non-augmented form of (2.19): θk+1 = θk−QgJ

T
g G−1

g eg ,
where Gg = JgJ

T
g is the so-called Gram matrix. It has been shown that

indeed when learning an overparameterized model (sample size smaller
than number of variables), and as long as we start from an initial point θ0
close enough to the minimizer θ∗ of L(θ) (assuming that such a minimizer
exists), both Jg and Gg remain stable throughout the learning process
(see e.g., [57, 83, 84]). The term Qg may have little to no effect on this
notion, for example, in case of the squared fit loss, Qg is just an identity
term. However, the original Equation (2.19) involves the Hessian matrix
Hh which, together with its bounds (namely, γa, γb characterizing the
region of convergence), changes rapidly when we scale the problem [163].
It therefore suffices to impose an additional assumption on the function
h(θ) that will help to control the rate at which its second-derivative Hh

changes, thereby enabling us to characterize an affine-invariant structure
for the region of convergence. Namely:

Assumption 5 (SCORE). The scaled regularization function λh(θ) has a third
derivative and is Mh-self-concordant. That is, the inequality⃓⃓⃓⃓

⃓
⟨︃
u,
(︂
∂3h(θ)[u]

)︂
u

⟩︃⃓⃓⃓⃓
⃓ ≤ 2Mh

⟨︂
u, ∂2h(θ)u

⟩︂3/2
, (2.20)

where Mh ≥ 0, holds for any θ in the closed convex set W ⊆ Rnw and u ∈ Rnw .

Here, ∂3h(θ)[u] ∈ Rnw×nw denotes the limit

∂3h(θ)[u] ≜ lim
t→0

1

t

(︂
∂2(θ + tu)− ∂2(θ)

)︂
, t ∈ R.

For a detailed analysis of self-concordant functions, we refer the interested
reader to [164, 163].

Given this extra assumption, and following the idea of Newton-
decrement in [164], we propose to update θ by

δθ = − α

1 +Mhηk
H−1

h JT
(︂
λI +QJH−1

h JT
)︂−1

e, (2.21)
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where α > 0, ηk =
⟨︂
gh,H

−1
h gh

⟩︂1/2
and gh is the gradient of h(θ). The

proposed method which we call GGN-SCORE is summarized, for one ora-
cle call, in Algorithm 1. There is a wide class of self-concordant functions

Algorithm 1 GGN-SCORE

1: Input: variables vector θk, data {(xn,yn)}mn=1, Hh (see (2.13)), Q (see
(2.13)), J (see (2.13)), e (see (2.12)), parameters α,Mh, λ

2: Output: variables vector θk+1

3: Compute gh = ∂θk
h(θk)

4: Choose ηk =
⟨︂
gh,H

−1
h gh

⟩︂1/2
5: Set ρk = α

1+Mhηk

6: Solve
(︂
λI +QJH−1

h JT
)︂
b = e for b

7: Set G = H−1
h JT b

8: Compute θk+1 = θk − ρkG

that meet practical requirements, either in their scaled form [163, Corol-
lary 5.1.3] or in their original form (see e.g., in [223] for a comprehensive
list). Two of them are used in our experiments in Section 4.4.

In the following, we state a local convergence result for the process
(2.21). We introduce the notation ∥∆∥θ to represent the local norm of a
direction ∆ taken with respect to the local Hessian of a self-concordant
function h, ∥∆∥θ ≜

⟨︁
∆, ∂2θθh(θ)∆

⟩︁1/2
=
⃦⃦⃦[︁
∂2θθh(θ)

]︁1/2
∆
⃦⃦⃦

. Hence, with-
out loss of generality, a ball Bϵ(θ∗) of radius ϵ about θ∗ is taken with
respect to the local norm for the function h in the result that follows.

Theorem 2. Let Assumptions 1, 2, 3, 4 and 5 hold, and let θ∗ be a local
minimizer of L(θ) for which the assumptions in Lemma 1 hold. Let {θk} be the
sequence generated by Algorithm 1 with α =

√
γa

β1
(K + λγa), β1 = ββ̃. Then

starting from a point θ0 ∈ NM−1
h

(θ∗), {θk} converges to θ∗ according to the
following descent properties:

E[L(θk+1)] ≤ L(θk)−
(︄

λ

M2
h

ω(ζk) +
γl
2γa

ω′′(ζ̃k)− ξ
)︄
,

E∥θk+1 − θ∗∥θk+1
≤ ϑ∥θk − θ∗∥θk

+
γu
β1
∥θk − θ∗∥+ γg

2
∥θk − θ∗∥2,
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where ω(·) is an auxiliary univariate function defined by ω(t) ≜ t− ln(1 + t)
and has a second derivative ω′′(t) = 1/(1 + t)2, and

ζk ≜
Mh

1 +Mhηk
, ζ̃k ≜Mhηk, ξ ≜

2(γu + λγb)√
γa

,

ϑ ≜ 1 +
λ√

γaβ1(1−Mh∥θk − θ∗∥θk
)
.

The proof is provided in Appendix 2.B. The results of Theorem 2 combine
strong convexity and smoothness properties of both g(θ) and h(θ), and
requires that only h(θ) is self-concordant.

2.5 Experiments

In this section, we validate the efficiency of GGN-SCORE (Algorithm
1) in solving the problem of minimizing a regularized strongly convex
quadratic function and in solving binary classification tasks. For the bi-
nary classification tasks, we use real datasets: ijcnn1 and w2a from the
LIBSVM repository [65] and dis, hypothyroid and coil2000 from
the PMLB repository [197], with an 80:20 train:test split each. The datasets
are summarized in Table 1. In each classification task, the model with a
sigmoidal output ŷn is trained using the cross-entropy fit loss function
ℓ(yn, ŷn) =

1
2

∑︁N
n=1 yn log

(︂
1
ŷn

)︂
+(1−yn) log

(︂
1

1−ŷn

)︂
, and the “deviance”

residual [88] en = (−1)yn+1
√︂
−2
[︁
yn log(ŷn) + (1− yn) log(1− ŷn)

]︁
,

yn, ŷn ∈ {0,1}. We map the input space to higher dimensional
feature space using the radial basis function (RBF) kernel K(xn,x

′
n) =

exp(−γ∥xn − x′
n∥2) with γ = 0.1. In each experiment, we use the penalty

value λ = 0.1 with both pseudo-Huber regularization hµ(θ) [172] parame-
terized by µ > 0 [67, 110] and ℓ2 regularization h2(θ) defined respectively
as

hµ(θ) ≜
√︁
µ2 + θ2 − µ, h2(θ) = ∥θ∥22 ≜

nw∑︂
i=1

|θi|2 ,

with coefficient µ = 1.0. Throughout, we choose a batch size, m of
512 for w2a, dis and hypothyroid, 2048 for coil2000 and 4096 for
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Table 1: Real datasets: N = number of data samples, np = number of
features, d = number of targets.

dataset N
np

before & after
feature mapping

d

dis 3772
29

1
3017

hypothyroid 3163
25

1
2530

w2a 3470
300

1
2776

ijcnn1 35000
22

1
28000

coil2000 9822
85

1
7857

ijcnn1, unless otherwise stated. We assume a scaled self-concordant
regularization so that Mh = 1 [163, Corollary 5.1.3].

2.5.1 GGN-SCORE for different values of α

To illustrate the behaviour of GGN-SCORE for different values of α in
Algorithm 1 versus its value indicated in Theorem 2, we consider the
problem of minimizing a regularized strongly convex quadratic function:

min
θ
L(θ) ≜ 1

2
θ⊤Q̂θ − p⊤θ + λh(θ) ≡ g(θ) + λh(θ), (2.22)

where Q̂ ∈ Rnw×nw is symmetric positive definite, p ∈ Rnw , g is γa-
strongly convex and has γu-Lipschitz gradient, with the smallest and
largest eigenvalues of Q̂ corresponding to γa and γu, respectively. For this
function, suppose the gradient and Hessian of h(θ) is known, for example
when we choose h = hµ or h = h2, we have ∂L(θ) = Q̂θ−p+λ∂h(θ) and
∂2L(θ) = Q̂+ λ∂2h(θ). The coefficients Q̂ and p form our data, and with
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Figure 5: Numerical behaviour of GGN-SCORE for different values of α in
the strongly convex quadratic test problem (2.22).

Q̂ ≡ 0.1×M⊤M , N = nw = 1000, we generate the data M ∈ RN×N ran-
domly from a uniform distribution on [0, 1] and consider the case L∗ = 0

in which p is the zero vector. The optimization variable θ is initialized to a
random value generated from a normal distribution with mean 0 and stan-
dard deviation 0.01. Figure 5, Figure 6 and Figure 7 show the behaviour
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Figure 6: Numerical behaviour of GGN-SCORE for different values of α in
the strongly convex quadratic test problem (2.22).

of GGN-SCORE for this problem with different values of α in (0, 1] and
α =

√
γa

β1
(K + λγa) indicated in Theorem 2. We experiment with different

batch sizes m ∈ {64, 128, 256, 512}. One observes from Figure 5, Figure 6
and Figure 7 that larger batch size yields better convergence speed when
we choose α =

√
γa

β1
(K+λγa), validating the recommendation in Remark 3.
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Figure 7: Numerical behaviour of GGN-SCORE for different values of α in
the strongly convex quadratic test problem (2.22).

Figure 5, Figure 6 and Figure 7 also show the comparison of GNN-SCORE
with the first-order Adam [128] algorithm, and the quasi-Newton Limited-
memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) [167] method using
optimally tuned learning rates. While choosing α =

√
γa

β1
(K + λγa) yields

the kind of convergence shown in Theorem 2, Figure 5, Figure 6 and
Figure 7 show that by choosing α in (0, 1], we can similarly achieve a great
convergence that scale well with the problem.

Strictly speaking, the value of α indicated in Theorem 2 is not of
practical interest, as it contains terms that may not be straightforward
to retrieve in practice. In practice, we treat α as a hyperparameter that
takes a fixed positive value in (0, 1]. For an adaptive step-size selection
rule, such as that in Line 5 of Algorithm 1, choosing a suitable scaling
constant such as α is often straightforward, as the main step-size selection
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Figure 8: Numerical behaviour of GGN-SCORE for different values of α
using real datasets. m = 512 for dis and hypothyroid, and m = 2048 for
coil2000.

task is accomplished by the defined rule. We show the behaviour of GGN-
SCORE on the real datasets for different values of α in (0, 1] in Figure 8
and Figure 9. In general, a suitable scaling factor α should be selected
based on the application demands.
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Figure 9: Numerical behaviour of GGN-SCORE for different values of α
using the w2a dataset with m = 512.

2.5.2 Comparison with SGD, Adam, and L-BFGS methods
on real datasets

Using the real datasets, we compare GGN-SCORE for solving (2.1) with
results from the SGD, Adam, and the L-BFGS algorithms using optimally
tuned learning rates. We also consider the training problem of a neural
network with two hidden layers of dimensions (2, 128), respectively for
the coil2000 dataset, one hidden layer with dimension 1 for the ijcnn1
dataset, and two hidden layers of dimensions (4, 128), respectively for
the remaining datasets. We use ReLU activation functions in the hidden
layers of the networks, and the network is overparameterized for dis,
hypothyroid, w2a and coil2000 with 25425, 21529, 23497 and 16229

trainable parameters, respectively. We choose α ∈ {0.2, 0.5} for GGN-
SCORE. Minimization variables are initialized to the zero vector for all
the methods. The neural network training problems are solved under
the same settings. The results are respectively displayed in Figure 10–
Figure 16 for the convex and non-convex cases.

To investigate how well the learned model generalizes, we use the
binary accuracy metric which measures how often the model predic-
tions match the true labels when presented with new, previously unseen
data: Accuracy = 1

N

∑︁N
n=1 (2ynŷn − yn − ŷn + 1). While GGN-SCORE

converges faster than SGD, Adam and L-BFGS methods, it generalizes
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Figure 10: Convergence curves for GGN-SCORE, SGD, Adam and L-BFGS
in the proposed convex problem. m = 512 for dis and hypothyroid, and
m = 4096 for ijcnn1.

comparatively well. The results are further compared with other known
binary classification techniques to measure the quality of our solutions.
The accuracy scores for dis, hypothyroid, coil2000 and w2a datasets,
with a 60:40 train:test split each, are computed on the test set. The mean
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Figure 11: Convergence curves for GGN-SCORE, SGD, Adam and L-BFGS in
the proposed convex problem. m = 512 for w2a, m = 2048 for coil2000,
and m = 4096 for ijcnn1.

scores are compared with those from the different classification tech-
niques, and are shown in Figure 17. The CPU runtimes are also compared
where it is indicated that on average GGN-SCORE solves each of the
problems within one second. This scales well with the other techniques,
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Figure 12: Convergence curves for GGN-SCORE, SGD, Adam and L-BFGS
in the proposed convex problem. m = 512 for dis and hypothyroid and
m = 2048 for coil2000.

as we note that while GNN-SCORE solves each of the problems in high
dimensions, the success of most of the other techniques are limited to
relatively smaller dimensions of the problems. The obtained results from
the classification techniques used for comparison are computed directly
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Figure 13: Convergence curves for GGN-SCORE, SGD, Adam and L-BFGS
in the proposed convex problem with m = 512.

from the respective scikit-learn [183] functions.
The L-BFGS experiments are implemented with PyTorch [178]

(v. 1.10.1+cu102) in full-batch mode. The GGN-SCORE, Adam and SGD
methods are implemented using the open-source Keras API with Ten-
sorFlow [151] backend (v. 2.7.0). All experiments are performed on a
laptop with dual (2.30GHz + 2.30GHz) Intel Core i7-11800H CPU and
16GB RAM.

In summary, GGN-SCORE converges way faster (in terms of number
of epochs) than SGD, Adam, and L-BFGS, and generalizes comparatively
well. Experimental results show the computational convenience and
elegance achieved by our “augmented” approach for including regular-
ization functions in the GGN approximation. Although GGN-SCORE
comes with a higher computational cost (in terms of wall-clock time per
iteration) than first-order methods on average, if per-iteration learning
time is not provided as a bottleneck, this may not become an obvious
issue as we need to pass the proposed optimizer on the dataset only a few
times (epochs) to obtain superior function approximation and relatively
high-quality solutions in our experiments.
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Figure 14: Convergence curves for GGN-SCORE, SGD, Adam and L-BFGS in
the non-convex neural network training problem: overparameterized for dis
and hypothyroid. m = 512 for dis and hypothyroid, and m = 4096
for ijcnn1.
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Figure 15: Convergence curves for GGN-SCORE, SGD, Adam and L-BFGS
in the non-convex neural network training problem: overparameterized for
dis and w2a. m = 512 for w2a and dis, and m = 4096 for ijcnn1.
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Figure 16: Convergence curves for GGN-SCORE, SGD, Adam and L-BFGS
in the non-convex neural network training problem: overparameterized for
hypothyroid and w2a with m = 512.
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Figure 17: Classification task results using the proposed method – logistic
regression (LR), k-nearest neighbours (KNN), linear support vector machine
(L-SVM), RBF-SVM, Gaussian process (GP), decision tree (DT), random forest
(RF) and adaptive boosting (AdaBoost) techniques for dis, hypothyroid,
coil2000 and w2a datasets. LR and SVM methods use the ℓ2 penalty
function with parameter λ = 1.0. Solutions with GGN-SCORE, SGD, Adam,
and L-BFGS are obtained over one data pass with m = 128.
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Appendix for Chapter 2

2.A Useful results

Following Assumptions 1 – 3, we get that [163, Theorem 2.1.6]

γlInw ⪯ ∂2g(θ) ⪯ γuInw , γaInw ⪯ ∂2h(θ) ⪯ γbInw , (2.23)

where Inw
∈ Rnw×nw is an identity matrix. Consequently,

(γl + λγa)Inw
⪯ ∂2L(θ) ⪯ (γu + λγb)Inw

. (2.24)

In addition, the second derivative of L(θ) is (γg + λγh)-Lipschitz continu-
ous ∀x ∈ Rnp ,y ∈ Rd, that is,⃦⃦⃦

∂2L(y, f(θ1;x))− ∂2L(y, f(θ2;x))
⃦⃦⃦
≤ (γg + λγh) ∥θ1 − θ2∥ . (2.25)

Lemma 3. Let Assumptions 1, 2 and 3 hold. Let θ1,θ2 be any two points in
Rnw . Then we have⃦⃦⃦

g(θ1)− g(θ2)−
⟨︁
H(θ2),θ1 − θ2

⟩︁⃦⃦⃦
≤ γg + λγh

2
∥θ1 − θ2∥2 ,

(2.26)⃓⃓⃓⃓
L(θ1)− L(θ2)−

⟨︁
g(θ2),θ1 − θ2

⟩︁
− 1

2

⟨︁
H(θ2)(θ1 − θ2),θ1 − θ2

⟩︁⃓⃓⃓⃓
≤ γg + λγh

6
∥θ1 − θ2∥3 .

(2.27)

Proof. Fix θ1,θ2 ∈ Rnw . Then

g(θ1)− g(θ2) =

∫︂ 1

0

∂2L(θ2 + τ(θ1 − θ2))(θ1 − θ2)dτ.
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As τ ∈ [0, 1], we have θ2 + τ(θ1 − θ2) ∈ Rnw . Hence writing ∂2L = H ,
we have

g(θ1)− g(θ2) =

∫︂ 1

0

H(θ2 + τ(θ1 − θ2))(θ1 − θ2)dτ,

g(θ1)− g(θ2)−H(θ2)(θ1 − θ2) =∫︂ 1

0

(︁
H(θ2 + τ(θ1 − θ2))−H(θ2)

)︁
(θ1 − θ2)dτ

⃦⃦
g(θ1)− g(θ2)−H(θ2)(θ1 − θ2)

⃦⃦
=⃦⃦⃦⃦

⃦
∫︂ 1

0

(︁
H(θ2 + τ(θ1 − θ2))−H(θ2)

)︁
(θ1 − θ2)dτ

⃦⃦⃦⃦
⃦

≤
∫︂ 1

0

⃦⃦⃦(︁
H(θ2 + τ(θ1 − θ2))−H(θ2)

)︁
(θ1 − θ2)

⃦⃦⃦
dτ

≤
∫︂ 1

0

⃦⃦
H(θ2 + τ(θ1 − θ2))−H(θ2)

⃦⃦
· ∥θ1 − θ2∥ dτ

≤
∫︂ 1

0

τ(γg + λγh) ∥θ1 − θ2∥2 dτ

=
γg + λγh

2
∥θ1 − θ2∥2 .

The proof of (2.27) follows immediately using a similar procedure (see
e.g., [96]). ■

Corollary 1. Let Assumptions 1, 2 and 3 hold. Let θ1,θ2 be any two points in
Rnw . Then by writing ∂2L = H ,

H(θ2)− (γg + λγh) ∥θ1 − θ2∥ ≤H(θ1)

≤H(θ2) + (γg + λγh) ∥θ1 − θ2∥ . (2.28)

Proof. The proof follows immediately by recalling for any θ ∈ Rnw , H(θ)
is positive definite, and hence the eigenvalues sj of the difference H(θ1)−
H(θ2) satisfy⃓⃓

sj
⃓⃓
≤ (γg + λγh) ∥θ1 − θ2∥ , j = 1, 2, . . . , nw,

so that we have

−(γg + λγh) ∥θ1 − θ2∥ ≤H(θ1)−H(θ2) ≤ (γg + λγh) ∥θ1 − θ2∥ .
■
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Lemma 4 ([163, Theorem 2.1.5]). Let the first derivative of a function Φ(·) be
L-Lipschitz on dom(Φ). Then for any θ1,θ2 ∈ dom(Φ), we have

0 ≤ Φ(θ1)− Φ(θ2)−
⟨︁
∂Φ(θ2),θ1 − θ2

⟩︁
≤ L

2
∥θ2 − θ1∥2.

Definition 3 ([163, Definition 2.1.3]). A continuously differentiable function
ψ(·) is γsc-strongly convex on dom(ψ) if for any θ1,θ2 ∈ dom(ψ), we have

ψ(θ1) ≥ ψ(θ2) +
⟨︁
∂ψ(θ2),θ1 − θ2

⟩︁
+
γsc
2
∥θ1 − θ2∥2, γsc > 0.

We remark that if the first derivative of the function ψ(·) in the above
definition isL-Lipschitz continuous, then by construction, for any θ1,θ2 ∈
dom(ψ), ψ satisfies the Lipschitz constraint

|ψ(θ1)− ψ(θ2)| ≤ L∥θ1 − θ2∥. (2.29)

Lemma 5 ([163, Theorem 5.1.8]). Let the function ϕ(·) be Mϕ-self-concordant.
Then, for any θ1,θ2 ∈ dom(ϕ), we have

ϕ(θ1) ≥ ϕ(θ2) +
⟨︁
∂ϕ(θ2),θ1 − θ2

⟩︁
+

1

M2
ϕ

ω(Mϕ∥θ1 − θ2∥θ2),

where ω(·) is an auxiliary univariate function defined by ω(t) ≜ t− ln(1 + t).

Lemma 6 ([163, Corollary 5.1.5]). Let the function ϕ(·) beMϕ-self-concordant.
Let θ1,θ2 ∈ dom(ϕ) and r = ∥θ1 − θ2∥θ1

< 1
Mϕ

. Then(︃
1−Mϕr +

1

3
M2

ϕr
2

)︃
∂2ϕ(θ1) ⪯

∫︂ 1

0

∂2ϕ(θ2 + τ(θ1 − θ2))dτ

⪯ 1

1−Mϕr
∂2ϕ(θ1).

2.B Missing proofs

Proof of Lemma 2. By the arguments of Remark 1, we have that the
matrix (J(θk)

TQJ(θk) + λHh(θk))
−1 is positive definite. Hence, with

g(θk) ̸= 0, we have gH(θk)
−1g(θk) = −δθTg(θk) > 0 and δθTg(θk) <

0. ■
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Proof of Theorem 1. The process formulated in (2.16) performs the up-
date

θk+1 = θk −H(θk)
−1g(θk).

As g(θ∗) = 0 by mean value theorem and the first part of (SOSC), we
have

θk+1 − θ∗ = θk − θ∗ −H(θk)
−1

∫︂ 1

0

∂2L(θ∗ + τ(θk − θ∗))(θk − θ∗)dτ

=

[︄
I −H(θk)

−1

∫︂ 1

0

∂2L(θ∗ + τ(θk − θ∗))dτ

]︄
(θk − θ∗)

= H(θk)
−1

∫︂ 1

0

(︂
H(θk)− ∂2L(θ∗ + τ(θk − θ∗))

)︂
dτ(θk − θ∗),

∥θk+1 − θ∗∥

=

⃦⃦⃦⃦
⃦H(θk)

−1

∫︂ 1

0

(︂
H(θk)− ∂2L(θ∗ + τ(θk − θ∗))

)︂
dτ(θk − θ∗)

⃦⃦⃦⃦
⃦

≤
⃦⃦⃦
H(θk)

−1
⃦⃦⃦ ∫︂ 1

0

⃦⃦⃦
H(θk)− ∂2L(θ∗ + τ(θk − θ∗))

⃦⃦⃦
dτ ∥θk − θ∗∥ .

Also, as τ ∈ [0, 1] we have that θ∗ + τ(θk − θ∗) ∈ Bϵ(θ∗) ⊆ Rnw . By
taking the limit lim

k→∞
∥θk+1 − θ∗∥, we have by the first part of (SOSC) and

Assumption 4(ii)

∥θk+1 − θ∗∥

≤
⃦⃦⃦
H(θk)

−1
⃦⃦⃦ ∫︂ 1

0

⃦⃦
H(θk)−H(θ∗ + τ(θk − θ∗))

⃦⃦
dτ ∥θk − θ∗∥

≤
⃦⃦⃦
H(θk)

−1
⃦⃦⃦ ∫︂ 1

0

(1− τ)(γg + λγh) ∥θk − θ∗∥ dτ ∥θk − θ∗∥

=
γg + λγh

2

⃦⃦⃦
H(θk)

−1
⃦⃦⃦
∥θk − θ∗∥2 .

By combining the claims in Corollary 1 and the bounds of H(θk) in (2.17),
we obtain the relation

γl + aγa − (γg + λγh) ∥θk − θ∗∥ ⪯H(θ∗)− (γg + λγh) ∥θk − θ∗∥ ⪯H(θk).
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Recall that H(θk) is positive definite, and hence invertible. We deduce
that, indeed for all θk satisfying ∥θk − θ∗∥ ≤ ϵ, ϵ small enough, we have⃦⃦⃦

H(θk)
−1
⃦⃦⃦
≤
(︁
γl − γg − λ(γh − γa) ∥θk − θ∗∥

)︁−1
.

Therefore,

∥θk+1 − θ∗∥ ≤ ξk ∥θk − θ∗∥2 ,
where

ξk =
1

2

γg + λγh(︁
γl − γg − λ(γh − γa) ∥θk − θ∗∥

)︁ .
■

Proof of Theorem 2. First, we upper bound the norm ∥δθ∥θk
≜ ∥θk+1 −

θk∥θk
= ∥H1/2

h (θk+1
− θk)∥. From Remark 3, we have

∥J(θk)T (λI +QJH−1
h JT (θk))

−1∥ ≤ γa∥J(θk)T ∥
K + λγa

≤ β̃γa
K + λγa

.

Hence,

∥θk+1 − θk∥θk

≤ α

1 +Mhηk

⃦⃦⃦
H

1/2
h H−1

h JT (θk)(λI +QJH−1
h JT (θk))

−1e(θk)
⃦⃦⃦

≤ αak
1 +Mhηk

⃦⃦⃦
Hh(θk)

1/2
⃦⃦⃦ ⃦⃦⃦

Hh(θk)
−1
⃦⃦⃦ ⃦⃦

e(θk)
⃦⃦

≤ αββ̃γ
−1/2
a

(K + λγa)(1 +Mhηk)
, (2.30)

where ak =
⃦⃦⃦
J(θk)

T (λI +QJH−1
h JT (θk))

−1
⃦⃦⃦

. Similarly, we have

∥θk+1 − θk∥ ≤
αββ̃

(K + λγa)(1 +Mhηk)
. (2.31)

By Lemma 4, the function L(θ) satisfies

L(θk+1) ≤ L(θk) +
⟨︁
∂L(θk),θk+1 − θk

⟩︁
+
γu + λγb

2
∥θk+1 − θk∥2

= L(θk) +
⟨︁
gg(θk),θk+1 − θk

⟩︁
+ λ

⟨︁
gh(θk),θk+1 − θk

⟩︁ γu + λγb
2

∥θk+1 − θk∥2.
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By convexity of g and h, and self-concordance of h, we have (using Defi-
nition 3, Lemma 5 and (2.29))

L(θk+1) ≤ L(θk) + (γu + λγb)∥θk+1 − θk∥+
γu + λγb − γl

2
∥θk+1 − θk∥2

− λ

M2
h

ω(Mh∥θk+1 − θk∥θk
)

(2.30)
≤ L(θk) + (γu + λγb)∥θk+1 − θk∥+

γu + λγb − γl
2

∥θk+1 − θk∥2

− λ

M2
h

ω

(︄
αββ̃γ

−1/2
a Mh

(K + λγa)(1 +Mhηk)

)︄
.

Substituting the choice α = (ββ̃)−1(γa)
1/2(K + λγa), we have

L(θk+1) ≤ L(θk) + (γu + λγb)∥θk+1 − θk∥+
γu + λγb − γl

2
∥θk+1 − θk∥2

− λ

M2
h

ω

(︃
Mh

1 +Mhηk

)︃
.

Taking expectation on both sides with respect to m conditioned on θk, we
get

E[L(θk+1)] ≤ L(θk) + (γu + λγb)∥θk+1 − θk∥

+
γu + λγb − γl

2
∥θk+1 − θk∥2 − E

[︄
λ

M2
h

ω

(︃
Mh

1 +Mhηk

)︃]︄
.

Note the second derivative ω′′ of ω: ω′′(t) = 1/(1 + t)2. By the convexity
of ω and using Jensen’s inequality, also recalling unbiasedness of the
derivatives,

E[L(θk+1)] ≤ L(θk) +
γu + λγb√

γa(1 +Mhηk)
+

γu + λγb
2γa(1 +Mhηk)2

− γl
2γa

ω′′(Mhηk)−
λ

M2
h

ω

(︃
Mh

1 +Mhηk

)︃
≤ L(θk)−

[︄
λ

M2
h

ω

(︃
Mh

1 +Mhηk

)︃
+

γl
2γa

ω′′(Mhηk)−
2(γu + λγb)√

γa

]︄
.

In the above, we used the bounds of the norm in (2.31), and again used
the choice α = (ββ̃)−1(γa)

1/2(K + λγa).
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To proceed, let us make a simple remark that is not explicitly stated in
Remark 4: For any θk,θk+1 ∈ Nϵ(θ

∗), we have⃦⃦
Hg(θk+1)−Hg(θk)

⃦⃦
≤ γg ∥θ1 − θ2∥ → 0 as k →∞,⃦⃦

Hh(θk+1)−Hh(θk)
⃦⃦
≤ γh ∥θ1 − θ2∥ → 0 as k →∞.

Now, recall the proposed update step (2.21):

θk+1 = θk −
α

1 +Mhηk
H−1

h JT
(︂
λI +QJH−1

h JT
)︂−1

e.

Then the above remark allows us to perform the following operation: Sub-
tract θ∗ from both sides and pre-multiply by H

1/2
h (θk+1) ≈H

1/2
h (θk) =

H
1/2
h , we get the recursion

H
1/2
h (θk+1 − θ∗) = H

1/2
h (θk − θ∗)

− α

1 +Mhηk
H

1/2
h H−1

h JT (θk)
(︂
λI +QJH−1

h JT (θk)
)︂−1

e(θk),⃦⃦⃦
H

1/2
h (θk+1 − θ∗)

⃦⃦⃦
≤
⃦⃦⃦
H

1/2
h (θk − θ∗)

⃦⃦⃦
+

α

1 +Mhηk

⃦⃦⃦
H

1/2
h

⃦⃦⃦ ⃦⃦⃦⃦
H−1

h JT
(︂
λI +QJH−1

h JT
)︂−1

e(θk)

⃦⃦⃦⃦
.

Take expectation with respect to m on both sides conditioned on θk and
again consider unbiasedness of the derivatives. Further, recall the defini-
tion of the local norm ∥ · ∥θ, and the bounds of Hh, then

E ∥θk+1 − θ∗∥θk+1
≤ ∥θk − θ∗∥θk

+
α√

γa(1 +Mhηk)

⃦⃦⃦⃦(︂
λI +QJH−1

h JT (θk)
)︂−1

⃦⃦⃦⃦ ⃦⃦⃦
H−1

h JTe(θk)
⃦⃦⃦

≤ ∥θk − θ∗∥θk
+

αγa√
γa(1 +Mhηk)(K + λγa)

⃦⃦⃦
H−1

h g(θk)
⃦⃦⃦

= ∥θk − θ∗∥θk
+

γa

ββ̃(1 +Mhηk)

⃦⃦⃦
H−1

h gg(θk) + λH−1
h gh(θk)

⃦⃦⃦
≤ ∥θk − θ∗∥θk

+
γa

ββ̃

⃦⃦⃦
H−1

h gg(θk) + λH−1
h gh(θk)

⃦⃦⃦
≤ ∥θk − θ∗∥θk

+
γa

ββ̃

⃦⃦⃦
H−1

h gg(θk)
⃦⃦⃦
+
λγa

ββ̃

⃦⃦⃦
H−1

h gh(θk)
⃦⃦⃦
.
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By the mean value theorem and the first part of (SOSC),

gg(θk) =

∫︂ 1

0

Hg(θ
∗ + τ(θk − θ∗))(θk − θ∗)dτ

= Hg(θ
∗)(θk − θ∗) +

∫︂ 1

0

(︁
Hg(θ

∗ + τ(θk − θ∗))−Hg(θ
∗)
)︁
(θk − θ∗)dτ,

where Hg is the second derivative of g.

⃦⃦
gg(θk)

⃦⃦
=⃦⃦⃦⃦

⃦Hg(θ
∗)(θk − θ∗) +

∫︂ 1

0

(︁
Hg(θ

∗ + τ(θk − θ∗))−Hg(θ
∗)
)︁
(θk − θ∗)dτ

⃦⃦⃦⃦
⃦

≤
⃦⃦
Hg(θ

∗)
⃦⃦
∥θk − θ∗∥

+

∫︂ 1

0

⃦⃦
Hg(θ

∗ + τ(θk − θ∗))−Hg(θ
∗)
⃦⃦
∥θk − θ∗∥ dτ

=
⃦⃦
Hg(θ

∗)
⃦⃦
∥θk − θ∗∥+

∫︂ 1

0

τγg ∥θk − θ∗∥2 dτ

=
⃦⃦
Hg(θ

∗)
⃦⃦
∥θk − θ∗∥+ γg

2
∥θk − θ∗∥2 dτ

≤ γu ∥θk − θ∗∥+ γg
2
∥θk − θ∗∥2 .

In the above steps, we have used Assumption 4 and the remarks that
follow it. Further,

⃦⃦⃦
H−1

h gg(θk)
⃦⃦⃦
=
⃦⃦⃦
H−1

h gg(θk)
⃦⃦⃦

≤
⃦⃦⃦
H−1

h

⃦⃦⃦ ⃦⃦
gg(θk)

⃦⃦
≤ 1

γa

(︃
γu ∥θk − θ∗∥+ γg

2
∥θk − θ∗∥2

)︃
=
γu
γa
∥θk − θ∗∥+ γg

2γa
∥θk − θ∗∥2 .

55



Next, we analyze
⃦⃦⃦
H−1

h gh(θk)
⃦⃦⃦

. We have⃦⃦⃦
H−1

h gh(θk)
⃦⃦⃦
=
⃦⃦⃦
H

−3/2
h H

1/2
h gh(θk)

⃦⃦⃦
≤ 1

γ
3/2
a

⃦⃦⃦
H

1/2
h gh(θk)

⃦⃦⃦
(SOSC)
=

1

γ
3/2
a

⃦⃦⃦
H

1/2
h (θk)

(︁
gh(θk)− gh(θ

∗)
)︁⃦⃦⃦
,

and by the mean value theorem,

⃦⃦⃦
H−1

h gh(θk)
⃦⃦⃦
=

1

γ
3/2
a

⃦⃦⃦⃦
⃦
∫︂ 1

0

H
1/2
h (θk)Hh(θ

∗ + τ(θk − θ∗))(θk − θ∗)dτ

⃦⃦⃦⃦
⃦

≤ 1

γ
3/2
a

⃦⃦⃦
H

1/2
h (θk)(θk − θ∗)

⃦⃦⃦ ⃦⃦⃦⃦⃦
∫︂ 1

0

Hh(θ
∗ + τ(θk − θ∗))dτ

⃦⃦⃦⃦
⃦

=
1

γ
3/2
a

∥θk − θ∗∥θk

⃦⃦⃦⃦
⃦
∫︂ 1

0

Hh(θ
∗ + τ(θk − θ∗))dτ

⃦⃦⃦⃦
⃦

≤ 1

γ
3/2
a

∥θk − θ∗∥θk

⃦⃦⃦⃦
⃦
∫︂ 1

0

H
−1/2
h (θk)Hh(θ

∗ + τ(θk − θ∗))H−1/2
h (θk)dτ

⃦⃦⃦⃦
⃦

Lemma 6
≤

∥θk − θ∗∥θk

γ
3/2
a

(︂
1−Mh ∥θk − θ∗∥θk

)︂ .
In the above, we have used the fact θ0 ∈ NM−1

h
(θ∗) =⇒ θk ∈ NM−1

h
(θ∗)

for all θk generated by the process (2.21).
Combining the above results, we have

E ∥θk+1 − θ∗∥θk+1
≤

⎡⎢⎣1 + λγ
−1/2
a

ββ̃
(︂
1−Mh ∥θk − θ∗∥θk

)︂
⎤⎥⎦ ∥θk − θ∗∥θk

+
γu

ββ̃
∥θk − θ∗∥+ γg

2
∥θk − θ∗∥2 .

■
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Chapter 3

Self-concordant smoothing
in proximal quasi-Newton
methods

3.1 Introduction

We consider the composite optimization problem

min
x∈Rn

L(x) ≜ f(x) + g(x), (3.1)

where f is a smooth, convex loss function and g is a closed, proper, convex
(nonsmooth) regularization function. A common smoothing framework
for solving (3.1) involves replacing the nonsmooth function g sequentially
by its smooth approximation such that with an efficient algorithm for
solving the resulting smooth optimization problem, we may approach
the solution of the original problem. However, as noted in [27], the
nonsmooth function g in (3.1) often plays a key role in describing some
desirable properties specific to the application in which it appears, such
as sparsifying the solution of the problem or enforcing some penalties or
constraints on x, e.g., in sparse signal recovery and image processing [63,
26], compressed sensing [82, 59], model predictive control of constrained
dynamical systems [35, 193, 220], neural network training [33], as well
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as various classification and regression problems in machine learning. In
order to retain such properties about the optimization vector x in these
applications, [27] proposes to keep a part of g unchanged and hence
considers a partial smoothing where g is only partially smoothed. The
particular class of problems considered in [27] are those in which the
nonsmooth function g takes on the form g(x) = R(x) + Ω(x), and there,
it is proposed to smooth a part of g, say,R, leaving the other part, say, Ω
unchanged. Nevertheless, in many of the applications where this class
of problems appears, each of R and Ω is used to promote particular
structures in the solution estimates, and hence smoothing one of them
potentially destroys the overall desired structure. Prominent examples
are found in lasso and multi-task regression problems with structured
sparsity-inducing penalties. More specifically,R(x) is the scaled ℓ1-norm
penalty β∥x∥1 that encourages sparse estimates of x for β > 0, and Ω(x)

additionally enforces a more specific structure on these estimates, such as
groups and fused structures.

One of the main motivations in [27] for the partial smoothing tech-
nique is the possibility to derive “fast” proximal gradient methods [166,
161, 230, 25] for the resulting problem. While the fast proximal methods
prove to be more efficient than methods such as the subgradient and
bundle-type methods, they are first-order methods which often fall back
to weak solution estimates and accuracies [181]. It is evident, from their
performance on unconstrained smooth optimization problems, that incor-
porating second-order information into a gradient scheme often yields
superior performance and better solution quality. A line of work (see,
e.g., [28, 133, 182, 228, 219]) has made efforts to incorporate (approximate)
second-order information into proximal gradient schemes to emulate the
performance of relative second-order methods for unconstrained smooth
problems. The main drawback here is the computational overhead associ-
ated with second-order methods. This drawback is often largely mitigated
by choosing a special structure for the matrix of the second-order terms
of f . To deal with globalization issues, some of these approaches as-
sume specific structures and regularity of the function f . For example,
the authors in [228] assume a self-concordant structure of f allowing for
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efficient step-size and correction techniques for proximal Newton-type
and proximal quasi-Newton algorithms. However, because f oftentimes
define a loss or data-misfit in real-world applications, the self-concordant
assumption is not easy to check for many of these applications, and also
restricts the applicability of the approach. Our self-concordant smoothing
framework in this chapter provides a remedy to this limitation. We pro-
pose a new step-size selection technique that is suitable for Newton-type
and quasi-Newton methods. This also exploits a self-concordant structure
albeit not imposed on any of functions f and g that define the original
problem.

In particular, we regularize1 problem (3.1) by a second smooth function
gs and propose to keep all parts of g unchanged, but instead solve the
following problem:

min
x∈Rn

Ls(x) ≜ f(x) + gs(x;µ) + g(x), (3.2)

where2 gs is a self-concordant, epi-smoothing function for g with a pos-
itive smoothing parameter µ (see Definition 6 below). By construction,
g and gs do not conflict, and therefore an algorithm exists that provides
a solution to (3.2), which also (approximately) solves (3.1) (see Section
3.3). The smooth regularization gs serves two main algorithmic pur-
poses in this chapter. First, it provides an adaptive step-size selection
method similar to the Newton decrement framework but without requir-
ing knowledge of the self-concordance of f . Second, it provides a simple
diagonal-structured variable-metric for efficiently scaling the proximal
operator of g. As a result, the regularization enhances both the solvability
of the smooth part of the original problem and the efficient handling of
the nonsmooth part.

We do not give a special attention to the particular structure induced
by g in the development of our technique. Yet in Section 3.4, we propose
an approach to incorporate certain known structures into our framework,

1In this chapter, we use “regularization” and “smoothing” interchangeably but use “reg-
ularization” to emphasize explicit addition of a smooth function (a smooth approximation
of the nonsmooth part of the problem) to the smooth part of the problem.

2We occasionally write gs(x) instead of gs(x;µ) to refer to the same function.
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thereby making it amenable to more general structured penalty func-
tions. In particular, for the lasso and multi-task regression problems with
structured sparsity-inducing penalties, we highlight the relation between
Nesterov’s smoothing [161] for a class of structured problems and the
smoothing framework of this chapter, and then synthesize the so-called
“prox-decomposition” property of g with the smoothness property of gs
for easily handling the structures promoted by g in the solution.

Most notably, the following points are vital to the development of our
algorithmic framework in this chapter:

1. The first is to notice that for many practical problems, specifically
those arising from modern machine learning systems, we often deal
with overparameterized models (that is, in which number of data
points is much less than the size of the optimization vector x). In
this case, the pure proximal Newton method is not computationally
ideal. This necessitates the use of generalized Gauss-Newton (GGN)
approximations which, by our stylized “augmentation” technique,
can be found to provide a practically efficient proximal algorithm for
overparameterized models in which f can be expressed as a finite sum.

2. Secondly, we observe that the infimal convolution smoothing tech-
nique that we will introduce to construct gs reveals a structure that is
characterized by the self-concordant regularization (SCORE) frame-
work of [4]. This provides a way to devise efficient adaptive step-size
selection rule for proximal Newton-type algorithms without imposing
a self-concordant structure on the original problem.

3. Lastly, via the notion of epi-smoothing functions established in [53] (a
weaker notion than the smoothable functions of [27]), we can guarantee
certain convergence notions on the epigraph of g allowing to com-
bine the proposed smooth regularization technique with the Moreau-
infimal-based (proximal) algorithms to handle the nonsmooth function
g. As is customary, this assumes we can find an efficient method to
compute a closed-form solution to the minimization of the sum of g
and an auxiliary function ψα. However, unless the variable-metric asso-
ciated with the proximal Newton-type method has a specific structure
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that can be exploited for computational efficiency, the scaled proximal
operator can be very difficult to compute and potentially poses a seri-
ous numerical issue. For this, the “simple” structure of the Hessian of
gs naturally provides a good candidate for the variable-metric, which
allows for an efficient computation of the scaled proximal operator.

Burke and Hoheisel [53, 52] developed the notion of epi-smoothing for
studying several epigraphical convergence (epi-convergence) properties
for convex composite functions by combining the infimal convolution
smoothing framework due to Beck and Teboulle [27] with the idea of gra-
dient consistency due to Chen [71]. The key variational analysis tool used
throughout their development is the coercivity of the class of regularization
kernels studied in [27]. In particular, they establish the close connection
between epi-convergence of the regularization functions and supercoer-
civity of the regularization kernel. Then, based on the above observations,
we synthesize this idea with the notion of self-concordant regularization
[4] to propose two proximal-type algorithms, viz., Prox-N-SCORE (Al-
gorithm 2) and Prox-GGN-SCORE (Algorithm 3), for convex composite
minimization.

The rest of this chapter is organized as follows: In Section 3.1.1, we
present some notations and background on convex analysis. In Section 3.2,
we establish our self-concordant smoothing notion with some properties
and results. We describe our proximal Newton-type scheme in Section
3.3, and present the Prox-N-SCORE and Prox-GGN-SCORE algorithms.
In Section 3.4, we describe an approach for handling specific structures
promoted by the nonsmooth function g in problem (3.1), and propose a
practical extension of the so-called prox-decomposition property of g for
the self-concordant smoothing framework, which has certain in-built
smoothness properties. Convergence properties of the Prox-N-SCORE
and Prox-GGN-SCORE algorithms are studied in Section 3.5. In Section
3.6, we present some numerical simulation results for our proposed frame-
work, and compare the results with other state-of-the-art approaches.
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3.1.1 Notation and preliminaries

We denote by R̄ ≜ R ∪ {−∞,+∞} the set of extended real numbers.
The sets R≥0 ≜ [0,+∞[ and R>0 ≜ R≥0\{0}, respectively, denote the
set of nonnegative and positive real numbers. Let g : Rp → R ∪ {+∞} be
an extended real-valued function. The (effective) domain of g is given by
dom g ≜ {x ∈ Rn | g(x) < +∞} and its epigraph (resp., strict epigraph) is
given by epi g ≜ {(x, γ) ∈ Rn × R | g(x) ≤ γ} (resp., epis g ≜ {(x, γ) ∈
Rn×R | g(x) < γ}). Given γ ∈ R>0, the γ-sublevel set of g is Γγ(g) ≜ {x ∈
Rn : g(x) ≤ γ}. The standard inner product between two vectors x, y ∈ Rn

is denoted by ⟨·, ·⟩, that is, ⟨x, y⟩ ≜ x⊤y, where x⊤ is the transpose of x.
The operation x⊙ y denotes the Hadamard product between two vectors
x, y ∈ Rn; we also denote by x2 the product x⊙ x.

For an n × n matrix H , we write H ≻ 0 (resp., H ⪰ 0) to say H

is positive definite (resp., positive semidefinite). The sets Sn+ and Sn++,
respectively, denote the set of n× n symmetric positive semidefinite and
symmetric positive definite matrices. The set

{︁
diag(v) | v ∈ Rn

}︁
, where

diag : Rn → Rn×n, defines the set of all diagonal matrices in Rn×n. Matrix
Id denotes the d× d identity matrix. We denote by card(G), the cardinality
of a set G. For any two functions f and g, we define (f ◦ g)(·) ≜ f(g(·)).
We denote by Ck(Rn), the class of k-times continuously-differentiable
functions on Rn, k ≥ 0. If the p-th derivatives of a function f ∈ Ck(Rn) is
Lf -Lipschitz continuous on Rn with p ≤ k, Lf ≥ 0, we write f ∈ Ck,pLf

(Rn).
The notation∥·∥ stands for the standard Euclidean (or 2-) norm∥·∥2. We
define the weighted norm induced by H ∈ Sn++ by∥x∥H ≜ ⟨Hx, x⟩ 12 , for

x ∈ Rn. The associated dual norm is∥x∥∗H ≜
⟨︁
H−1x, x

⟩︁ 1
2 . An Euclidean

ball of radius r centered at x̄ is denoted by Br(x̄) ≜ {x ∈ Rn | ∥x− x̄∥ ≤
r}. Associated with a given H ∈ Sn++, the (Dikin) ellipsoid of radius r
centered at x̄ is defined by Er(x̄) ≜ {x ∈ Rn | ∥x− x̄∥H ≤ r}. We define
the spectral norm ∥A∥ ≡ ∥A∥2 of a matrix A ∈ Rm×n as the square root of
the maximum eigenvalue of A⊤A, where A⊤ is the transpose of A.

A convex function g : Rp → R ∪ {+∞} is said to be proper if dom g ̸= ∅.
The function g is said to be lower semicontinuous (lsc) at y if g(y) ≤
lim inf
x→y

g(x); if it is lsc at every y ∈ dom g, then it is said to be lsc on
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dom g. We denote by Γ0(D) the set of proper convex lsc functions from
D ⊆ Rn to R ∪ {+∞}. Given g ∈ C3(dom g), we respectively denote
by g′(t), g′′(t) and g′′′(t) the first, second and third derivatives of g,
at t ∈ R, and by ∇x g(x), ∇2

x g(x), and ∇3
x g(x) the gradient, Hes-

sian and third-order derivative tensor of g, respectively, at x ∈ Rn; if
the variables with respect to which the derivatives are taken are clear
from context, the subscripts are omitted. If ∇2 g(x) ∈ Sn++ for a given
x ∈ Rn, then the local norm ∥·∥x with respect to g at x is defined by
∥d∥x ≜

⟨︁
∇2 g(x)d, d

⟩︁1/2, the weighted norm of d induced by ∇2 g(x).

The associated dual norm is∥v∥∗x ≜
⟨︁
∇2 g(x)−1v, v

⟩︁1/2, for v ∈ Rn. The
subdifferential ∂g : Rn → 2R

n

of a proper function g : Rp → R ∪ {+∞}
is defined by x ↦→

{︁
u ∈ Rn | (∀y ∈ Rn) ⟨y − x, u⟩+ g(x) ≤ g(y)

}︁
, where

2R
n

denotes the set of all subsets of Rn. The function g is said to be sub-
differentiable at x ∈ Rn if ∂g(x) ̸= ∅; the subgradients of g at x are the
members of ∂g(x).

We define set convergence in the sense of Painlevé-Kuratowski. Let N
denote the set of natural numbers. Let {Ck}k∈N be a sequence of subsets
of Rn. The outer limit of {Ck}k∈N is the set

lim sup
k→∞

Ck ≜
{︁
x ∈ Rn | ∃{kj}j∈N,∃{xj}j∈N ∀j, xk ∈ Ck, {xk} → x

}︁
,

and its inner limit is

lim inf
k→∞

Ck ≜
{︁
x ∈ Rn | ∃xk ∈ Ck : {xk} → x, ∀k ∈ N

}︁
.

The limit C of {Ck}k∈N exists if its outer and inner limits coincide, and
we write

C = lim
k→∞

Ck ≜ lim sup
k→∞

Ck = lim inf
k→∞

Ck.

We say that a function g : Rp → R ∪ {+∞} is coercive if lim inf
∥x∥→∞

g(x) =

+∞, and supercoercive if lim inf
∥x∥→∞

g(x)
∥x∥ = +∞. The sequence {gk} of func-

tions gk : Rn → R̄ is said to epi-converge to the function g : Rn → R̄ if
lim
k→∞

epi gk = epi g; it is said to continuously converge to g if for all x ∈ Rn
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and {xk} → x, we have lim
k→∞

gk(xk) = g(x); and it converges pointwise to

g if for all x ∈ Rn, lim
k→∞

gk(x) = g(x). Epi-convergence, continuous con-

vergence, and pointwise convergence of {gk} to g are respectively denoted
by e– lim gk = g (or gk e−→ g), c– lim gk = g (or gk c−→ g), and p– lim gk = g

(or gk p−→ g).

The conjugate (or Fenchel conjugate, or Legendre transform,
or Legendre-Fenchel transform) g∗ : Rp → R ∪ {+∞} of a function
g : Rp → R ∪ {+∞} is the mapping y ↦→ sup

x∈Rn

{︁
⟨x, y⟩ − g(x)

}︁
, and its bi-

conjugate is g∗∗ = (g∗)∗.

3.2 Self-concordant regularization

This section introduces the concept of self-concordant smoothing, which
provides structures that can be exploited in composite optimization prob-
lems. We begin by presenting the definition of generalized self-concordant
functions, as given in [223].

Definition 4 (Generalized self-concordant function on R). A univariate con-
vex function g ∈ C3(dom g), with dom g open, is said to be (Mg, ν)-generalized
self-concordant, with Mg ∈ R≥0 and ν ∈ R>0, if⃓⃓

g′′′(t)
⃓⃓
≤Mg g

′′(t)
ν
2 , ∀t ∈ dom g.

Definition 5 (Generalized self-concordant function on Rn of order ν).
A convex function g ∈ C3(dom g), with dom g open, is said to be (Mg, ν)-
generalized self-concordant of order ν ∈ R>0, with Mg ∈ R≥0, if ∀x ∈ dom g⃓⃓⃓⃓⟨︂

∇3 g(x)[v]u, u
⟩︂⃓⃓⃓⃓
≤Mg∥u∥2x∥v∥

ν−2
x ∥v∥3−ν

, ∀u, v ∈ Rn,

where∇3g(x)[v] ≜ lim
t→0

{︂(︁
∇2g(x+ tv)−∇2g(x)

)︁
/t
}︂

is the third directional
derivative of g.

Note that for an (Mg, ν)-generalized self-concordant function g de-
fined on Rn, the univariate function φ : R→ R∪ {+∞} defined by φ(t) ≜
g(x+tv) is (Mg, ν)-generalized self-concordant for every x, v ∈ dom g and
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x+ tv ∈ dom g. This provides an alternative definition for the generalized
self-concordant function on Rn.

A key observation from the above definition is the possibility to extend
the theory beyond the case ν = 3 and u = v originally presented in [164].
This observation, for instance, allowed the authors in [19] to introduce
a pseudo self-concordant framework, in which ν = 2, for the analysis of
logistic regression. In a recent development, the authors in [172] identified
a new class of pseudo self-concordant functions and showed how these
functions may be slightly modified to make them standard self-concordant
(i.e., where Mg = 2, ν = 3, u = v), while preserving desirable structures.
With such generalizations, and stemming from the idea of Newton decre-
ment in [164], new analytic step-size selection and correction techniques
for a number of proximal algorithms were developed in [228]. It is in the
same spirit that we propose new step-size selection techniques from the
self-concordant smoothing framework developed in this chapter. We de-
note by FMg,ν the class of (Mg, ν)-generalized self-concordant functions,
with generalized self-concordant parameters Mg ∈ R≥0 and ν ∈ R>0.

Definition 6 (Self-concordant smoothing function). We say that the param-
eterized function gs : Rn × R>0 → R is a self-concordant smoothing function
for g ∈ Γ0(Rn) if the following two conditions are satisfied:

SC.1 e– lim
µ↓0

gs(x;µ) = g(x).

SC.2 gs(x;µ) ∈ FMg,ν .

We denote by SµMg,ν
the set of self-concordant smooth-

ing functions for a function g ∈ Γ0(Rn), that is, SµMg,ν
≜{︂

gs : Rn × R>0 → R | gs e−→ g, gs ∈ FMg,ν

}︂
.

3.2.1 Self-concordant regularization via infimal convolu-
tion

Next, we present key elements of smoothing through infimal convolution,
which includes the Moreau-Yosida regularization process as a special case
in defining the (scaled) proximal operator.
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Definition 7 (Infimal convolution). Let g and h be two functions from Rn to
R ∪ {+∞}. The infimal convolution (or “inf-convolution” or “inf-conv”)3 of g
and h is the function g□h : Rn → R̄ defined by

(g□h)(x) = inf
w∈Rn

{︁
g(w) + h(x− w)

}︁
. (3.3)

The infimal convolution of g with h is said to be exact at x ∈ dom g if the
infimum (3.3) is attained. It is exact if it is exact at each x ∈ dom g, in which
case we write g ⊡ h. Of utmost importance about the inf-conv operation in
this chapter is its use in the approximation of a function g ∈ Γ0(Rn); that is,
the approximation of g by its infimal convolution with a member hµ(·) of
a parameterized familyH ≜ {hµ | µ ∈ R>0} of (regularization) kernels.
In more formal terms, we recall the notion of inf-conv regularization in
Definition 8 below. For h ∈ Γ0(Rn) and µ ∈ R>0, we define the function
hµ : Rp → R ∪ {+∞} by the epi-multiplication operation4

hµ(·) ≜ µh

(︃ ·
µ

)︃
, µ ∈ R>0. (3.4)

Definition 8 (Inf-conv regularization). Let g be a function in Γ0(Rn). Define

H ≜
{︁
(x,w) ↦→ hµ(x− w) | µ ∈ R>0

}︁
a parameterized family of regularization kernels. The inf-conv regularization
process of g with hµ ∈ H is given by (g□hµ)(x), for any x ∈ Rn.

The operation of the inf-conv regularization generalizes the Moreau-
Yosida regularization process in which case, hµ(·) =∥·∥2 /(2µ) or, with a
scaled norm, hµ(·) =∥·∥2Q /(2µ) for some Q ∈ Sn++. The Moreau-Yosida
regularization process provides the value function of the proximal opera-
tor associated with a function g ∈ Γ0(Rn). This leads us to the definition
of the scaled proximal operator.

Definition 9 (Scaled proximal operator). The scaled proximal operator of a
function g ∈ Γ0(Rn), written proxQαg(·), for α ∈ R>0 and Q ∈ Sn++, is defined
as the unique point in dom g that satisfies

(g□ψα)(x) = g(proxQαg(x)) + ψα(x− proxQαg(x)),

3Also sometimes called “epigraphic sum” or “epi-sum”, as its operation yields the (strict)
epigraphic sum epi g + epih [115, p. 93].

4It is easy to show that h∗
µ = µh∗.
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where ψα(·) ≜∥·∥2Q /(2α). That is, proxQαg(x) ≜ argminw∈Rn{g(w)+ψα(x−
w)}.

A key property of the scaled proximal operator is its nonexpansiveness;
that is, the property that (see, e.g., [195, 228])⃦⃦⃦

proxQαg(x)− proxQαg(y)
⃦⃦⃦
Q
≤∥x− y∥∗Q , (3.5)

for all x, y ∈ Rn.
In the sequel, we assume that the regularization kernel function h is of

the form

h(x) =

n∑︂
i=1

ϕ(xi), (3.6)

where ϕ is a univariate potential function. We are now left with the question
of what properties we need to hold for ϕ such that g□hµ produces gs
satisfying the self-concordant smoothing conditions SC.1 – SC.2. To this
end, we impose the following conditions on ϕ:

K.1 ϕ is supercoercive.

K.2 ϕ ∈ FMϕ,ν .

Many functions that appear in different settings naturally exhibit the
structures in conditions K.1 – K.2. For example, the ones belonging to the
class of Bregman/Legendre functions introduced by Bauschke and Borwein
[23] (see also [79] for a related characterization of the class of Bregman
functions). In the context of proximal gradient algorithms for solving (3.1),
the recent paper [22] enlists these functions as satisfying the new descent
lemma (a.k.a descent lemma without Lipschitz gradient continuity) which the
paper introduced. We summarize examples of these regularization kernel
functions on different domains in Table 2. We extract practical examples
on R for the smoothing of the 1-norm and the indicator functions below.

Remark 6. Suppose that domh is a nonempty bounded subset of Rn, for
example, if ϕ ∈ Γ0(domϕ), then since we have that g ∈ Γ0(dom g) is bounded
below as it possesses a continuous affine minorant (in view of [24, Theorem
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9.20]), the less restrictive condition that ϕ is coercive sufficiently replaces the
condition K.1. In other words, the key convergence notion presented below holds
similarly for the resulting function g□hµ in this case. Particularly, we get that
g□hµ in this case is exact, finite-valued and locally Lipschitz continuous (see,
e.g., [52, Proposition 3.6]) making it fit into our algorithmic framework.

Remark 7. Following Remark 6, it is possible to relax the supercoercivity
condition provided that g is bounded below. However, this condition requires
that dom g is bounded, which restricts the practical application of our results
in such cases. Nevertheless, whenever the supercoercivity condition is difficult
to check (and the condition in Remark 6 does not hold), two possibilities exist
for the epi-convergence of g□hµ to g according to [52, Proposition 3.9]: (1) If
h ∈ Γ0(Rn) is such that g□hµ e−→ g, and g ∈ Γ0(Rn) is supercoercive, then h is
necessarily supercoercive. (2) If, however, g ∈ Γ0(Rn) is not supercoercive, then
we can find some h ∈ Γ0(Rn) that is not supercoercive but for which g□hµ e−→ g.

In light of Remark 6 and Remark 7, our examples in Table 2 in-
clude both coercive and supercoercive functions. In either case, we have
ϕ ∈ FMϕ,ν . We keep the supercoercivity condition to emphasize other
realizable properties of g□hµ highlighted below.

Table 2: Examples of regularization kernel functions for self-concordant
smoothing, and their generalized self-concordant parameters Mϕ and ν (see
Definition 4).

ϕ(t) domϕ Mϕ ν Remark

1
p

√︂
1 + p2|t|2 − 1, p ∈ R>0 R 2 2.6 p = 1

1
2

[︄
√
1 + 4t2 − 1 + log

(︃√
1+4t2−1

2t2

)︃]︄
R 2

√
2 3 Ostrovskii & Bach [172]

1
2
t2 R 0 3 “Energy”

1
p
|t|p, p ∈ (1, 2) R≥0 4 6 p = 1.5

log(1 + exp(t)) R 1 2 “Logistic”
t log t− t [0,+∞] 1 4 “Boltzmann-Shannon”{︄

1
2
(t2 − 4t+ 3), if t ≤ 1

− log t, otherwise
R 4 3 De Pierro & Iusem [79]

Examples. For some functions g and hµ, there exists a closed form solu-
tion to g□hµ. On the other hand, if one gets that g□hµ = g ⊡ hµ ∈ Γ0(Rn),
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e.g., as a result of Proposition 2(i) below, then knowing in this case that

g□hµ = (g∗ + h∗µ)
∗, (3.7)

we can efficiently estimate g□hµ using fast numerical schemes (see,
e.g., [145]). The structure of h implies gs can be expressed in terms of
a corresponding univariate function φ : R → R ∪ {+∞} by defining
φs(t;µ) ≜ (φ□ϕµ)(t), and then

gs(x;µ) =

n∑︂
i=1

φs(xi;µ).

In the following, we provide examples of such φs for some ϕ ∈ FMϕ,ν .

Infimal convolution of ∥ · ∥1 with hµ. In the first two examples, we
consider g(x) = ∥x∥1.

Example 1. Let p = 1 in ϕ(t) = 1
p

√︂
1 + p2|t|2 − 1, with domϕ = R. Then,

φs(t;µ) =
µ2 − µ

√︁
µ2 + t2 + t2√︁
µ2 + t2

.

4 2 0 2 4
t

0

1

2

3

4

5
t 1

s(t; 0.2)
s(t; 0.5)
s(t; 1.0)

4 2 0 2 4
t

0

1

2

3

4

5
t 1

s(t; 0.2)
s(t; 0.5)
s(t; 1.0)

Figure 18: Generalized self-concordant smoothing of ∥ · ∥1 with ϕ(t) =√︂
1 +|t|2 − 1 (left) and ϕ(t) = 1

2

[︄
√
1 + 4t2 − 1 + log

(︃√
1+4t2−1

2t2

)︃]︄
(right).

The smooth approximation is shown for µ = 0.2, 0.5, 1.0.
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Example 2. ϕ(t) = 1
2

[︃√
1 + 4t2 − 1 + log

(︂√
1+4t2−1
2t2

)︂]︃
, with domϕ = R:

φs(t;µ) =

√︁
µ2 + 4t2

2
− µ

2

⎡⎣1 + log(2)− log

(︄
2t−

√︁
µ2 + 4t2 + µ

t

)︄

− log

(︄
2t+

√︁
µ2 + 4t2 − µ
t

)︄⎤⎦ .
Infimal convolution of δC(x) with hµ. In the next example, we consider
g(x) = δC(x), where C ≜ {x ∈ Rn | l ≤ x ≤ u} and

δC(x) ≜

{︄
0, if x ∈ C,
+∞, otherwise.

Example 3. Let g(x) = δC(x), and consider

ϕ(t) =

{︄
1
2 (t

2 − 4t+ 3), if t ≤ 1

− log t, otherwise,

with domϕ = R. We have

φs(t;µ) =

{︄
1
2µ (l − t+ 3µ) (l − t+ µ) , if l ≥ t− µ
µ log(µ)− µ log(t− l), otherwise.

The next two results characterize the functions h and hµ defined by
supercoercive and generalized self-concordant kernel functions.

Lemma 7. Let ϕ ∈ Γ0(R) be a function from R to R ∪ {+∞}, and let the
function h : Rp → R ∪ {+∞} be defined by h(x) ≜

∑︁n
i=1 λiϕ(xi) with xi ∈

domϕ, λi > 0, i = 1, 2, . . . , n. Then the following properties hold:

(i) h ∈ Γ0(Rn).

(ii) h is supercoercive if and only if ϕ is supercoercive on its domain.

(iii) If ϕ ∈ FMϕ,ν , where Mϕ ∈ R≥0 and ν ≥ 2, then h(x) is well-
defined on domh = {domϕ}n, and h(x) ∈ FMh,ν , with Mh ≜

max{λ1−
ν
2

i Mϕ | 1 ≤ i ≤ n} ∈ R≥0.
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Proof. (i) This statement is a direct consequence of [24, Corollary 9.4,
Lemma 1.27 and Proposition 8.17].

(ii) Follows directly from the definition of supercoercivity.

(iii) h(·) ∈ FMh,ν with Mh ≜ max{λ1−
ν
2

i Mϕ | 1 ≤ i ≤ n} ∈ R≥0 follows
from [223, Proposition 1].

■

Proposition 1 (Self-concordance of hµ). Suppose the conditions of Lemma 7
hold such that the function h : Rp → R ∪ {+∞} defined by (3.6) is (Mh, ν)-
generalized self-concordant. Let A ∈ Rn×n be a diagonal matrix defined by
A ≜ diag( 1µ ) such that h( xµ ) ≡ h(Ax) is an affine transformation of h(x). Then
the following properties hold:

(i) If ν ∈ (0, 3], then hµ ∈ FM,ν with M = n
3−ν
2 µ

ν
2−2Mh.

(ii) If ν > 3, then hµ ∈ FM,ν with M = µ4− 3ν
2 Mh.

Proof. (i) We have∥A∥ =
√
n
µ . By [223, Proposition 2(a)], h( xµ ) ∈ FM,ν

with M =∥A∥3−ν
Mh. In view of Lemma 7(iii), the scaling h( ·

µ ) ↦→
µh( ·

µ ) gives M ↦→ µ1− ν
2M . The result follows.

(ii) The value µ2 > 0 corresponds to the unique eigenvalue of A⊤A. By
[223, Proposition 2(b)], h( xµ ) ∈ FM,ν with M = µ3−νMh. The result
follows as in Item (i) above.

■

The next result concerns the epi-convergence of smoothing via infimal
convolution under the condition of supercoercive regularization kernels
in Γ0(Rn).

Lemma 8. [52, Theorem 3.8] Let g, h ∈ Γ0(Rn) with h supercoercive and
0 ∈ domh. Let hµ be defined as in (3.4). Then the following hold:

(i) e– lim
µ↓0
{g∗ + µh∗} = g∗.

(ii) e– lim
µ↓0
{g□hµ} = g.

(iii) If h(0) ≤ 0, we have p– lim
µ↓0
{g□hµ} = g.
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The main argument for the notion of epi-convergence in optimization
problems is that when working with functions that may take infinite
values, it is necessary to extend traditional convergence notions by ap-
plying the theory of set convergence to epigraphs in order to adequately
capture local properties of the function (through a resulting calculus of
smoothing functions), which on the other hand may be challenging due
to the curse of differentiation associated with nonsmoothness. We refer the
interested reader to [196, Chapter 7] for further details on the notion of epi-
convergence, and to [221, 53, 52] for extended results on epi-convergent
smoothing via infimal convolution.

In the following, we highlight key properties of the infimal convolu-
tion of g ∈ Γ0(Rn) with hµ satisfying h ∈ FMh,ν .

Proposition 2. Let g, h ∈ Γ0(Rn). Suppose further that h is (Mh, ν)-
generalized self-concordant and supercoercive, and define gs ≜ g□hµ for all
µ > 0. Then the following hold:

(i) g□hµ = g ⊡ hµ ∈ Γ0(Rn).

(ii) gs ∈ SµMg,ν
with

Mg =

{︄
n

3−ν
2 µ

ν
2−2Mh, if ν ∈ (0, 3],

µ4− 3ν
2 Mh, if ν > 3.

(iii) gs is locally Lipschitz continuous.

Proof. First, as an immediate consequence of [24, Lemma 1.28, Lemma
1.27 and Proposition 8.17], we have hµ ∈ Γ0(Rn).

(i) Follows immediately from [24, Proposition 12.14].

(ii) By Item (i), gs = g ⊡ hµ ∈ Γ0(Rn). As a consequence of [24, Propo-
sition 12.14], we have

gs(x, µ) = min
w∈Rn

{︁
g(w) + hµ(x− w)

}︁
,

and gs e−→ g (by [196, Theorem 11.34]). In view of [196, Proposition
7.2], for x ∈ dom g and

wµ(x) ∈ argmin
w∈Rn

{︁
g(w) + hµ(x− w)

}︁
̸= ∅,
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gs e−→ g implies that gs(x, µ) → g(x) for at least one sequence
wµ(x)→ x. Hence, we have

(g□hµ)(x) = g(wµ(x)) + hµ(x− wµ(x)).

And, given h ∈ FMh,ν , we have by Proposition 1 that hµ is (Mg, ν)-
generalized self-concordant, where Mg is given by

Mg =

{︄
n

3−ν
2 µ

ν
2−2Mh, if ν ∈ (0, 3],

µ4− 3ν
2 Mh, if ν > 3.

Hence, hµ ∈ C3(dom g), and by [24, Proposition 18.7/Corollary
18.8], noting that higher-order derivatives are defined inductively
in this sense [24, Definition 2.54, Remark 2.55], we deduce⃓⃓⃓⃓⟨︂

∇3(g□hµ)(x)[v]u, u
⟩︂⃓⃓⃓⃓

=

⃓⃓⃓⃓⟨︂
∇3 hµ(x− wµ(x))[v]u, u

⟩︂⃓⃓⃓⃓
,

∀u, v ∈ dom g, and similarly for the second-order derivatives. By
definition, the univariate function

φ(t) ≜ hµ(u1 + tv1), (3.8)

is (Mg, ν)-generalized self-concordant, for every u1, v1 ∈ dom g.
That is, ∀t ∈ R, ⃓⃓

φ′′′(t)
⃓⃓
≤Mg φ

′′(t)
ν
2 ,

which concludes the proof with u1 ≡ x, v1 ≡ w( xµ ) and t ≡ −µ in
(3.8).

(iii) Following the arguments in Items (i) and (ii) above, wµ (and hence
gs) is finite-valued (see also [53, Lemma 4.2]). Then the Lipschitz
continuity of gs near some x̄ ∈ dom g follows from the convexity of
gs (see [196, Example 9.14]; see also [52, Proposition 3.6]).

■

3.3 A proximal Newton-type scheme

Our notion of self-concordant smoothing developed in the previous sec-
tion is motivated by algorithmic purposes. Notably, we have estab-
lished the epi-convergence of gs ∈ FMg,ν to g ∈ Γ0(Rn) under suit-
able conditions, which plays a critical role in the optimization problem
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(3.2) in a global sense. We next characterize the optimal solution set of
(3.2) using the notion of ε-optimality with respect to (3.1). We define
ε-argmin g ≜ {x | g(x) ≤ inf g + ε} to be the set of points that minimize
the function g up to a tolerance ε ∈ R≥0. For our approach, it suffices to
state the following about the set of minimizers of gs.

Proposition 3. Fix any µ ∈ R>0. Suppose g ∈ Γ0(Rn) and gs ∈ SµMg,ν
. Then

a minimizer of gs is εµ-optimal for g with εµ ∈ R≥0.

Proof. From Proposition 2(iii), we have that, for any x̄ ∈ dom g, gs e−→ g

implies there is at least one sequence wµ(x̄)→ x̄. By the (super)coercivity
of gs, the level set {x ∈ Rn | gs(x;µ) ≤ α̂} at α̂ ∈ R is bounded and
contained in a compact set C such that wµ(x̄) ∈ C. Let wµ(x̄) ∈ εµ-
argmin gs ⊆ C (with µ ∈ R>0 fixed). Then, since gs e−→ g, we get from [196,
Theorem 7.31(b)] that g(x̄) ≤ inf g + εµ. Hence, x̄ ∈ εµ-argmin g. Finally,
wµ(x̄) ∈ εµ-argmin g necessarily follows from [196, Theorem 7.33]. ■

Proposition 3, along with the observation in [196, Theorem 7.37], sug-
gests that a proximal (Newton-type) algorithm can provide a highly accu-
rate solution to (3.2), which also solves (3.1). Hence, the proximal method
effectively handles the nonsmooth part of the problem, while our regu-
larization approach enhances both the solvability of the smooth part of
the original problem and improves the handling of the nonsmooth part
through the choice of the variable-metric. For the optimization problem
(3.2), we assume the following:

P.1 f is convex and f ∈ C2,2Lf
(Rn).

P.2 ρ1In ≤ ∇2 f(x∗) ≤ L1In, ρ2In ≤ ∇2 gs(x
∗) ≤ L2In at a locally opti-

mal solution x∗ of (3.2) with L1 ≥ ρ1 > 0 and L2 ≥ ρ2 > 0.

P.3 g ∈ Γ0(Rn).

P.4 gs ∈ SµMg,ν
.

In particular, we consider gs(x;µ) ≜ g□hµ, where h is a suitable regular-
ization kernel for self-concordant smoothing of g in the sense of Section
3.2. We are interested in practically efficient composite minimization
algorithms that utilize the idea of the Newton decrement framework but
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without imposing the self-concordant structure on the objective functions
of the problem. In this section, we present proximal Newton-type algo-
rithms that exploit the structure of self-concordant smoothing functions
developed in § 3.2 for variable-metric selection and the computation of
their step-lengths.

Proximal Newton-type algorithms for solving (3.2) consist in mini-
mizing a sequence of upper approximation of Ls obtained by summing the
nonsmooth part g(xk) and a local quadratic model of the smooth part
q(xk) ≜ f(xk) + gs(xk) near xk. That is, for x ∈ domL ≡ dom f ∩ dom g,
we iteratively define

q̂k(x) ≜ q(xk) +
⟨︁
∇ q(xk), x− xk

⟩︁
+

1

2
∥x− xk∥2Q , (3.9a)

m̂k(x) ≜ q̂k(x) + g(x), (3.9b)

where Q ∈ Sn++, and then solve the subproblem

δk ∈ argmin
d∈Rn

m̂k(xk + d), (3.10)

for a proximal Newton-type search direction δk. Proximal Newton-type
algorithms encompass several specific cases. Our characterization of the
optimality conditions for (3.2), particularly the flexibility in the choice of
the variable metric Q, is well-motivated by the class of cost approximation
(CA) methods [180]. This leads to a novel approach for selecting {xk} from
the sequence of iterates {δk}. The necessary optimality conditions for (3.2)
are defined by

0 ∈ ∇ q(x∗) + ∂g(x∗), (3.11)

for x∗ ∈ domL. To find points x∗ satisfying (3.11), CA methods, as the
name implies, iteratively approximate ∇ q(xk) by a cost approximating
mapping Φ: Rn → Rn, taking into account the fixed approximation error
term Φ(xk)−∇ q(xk). That is, a point d is sought satisfying

0 ∈ Φ(d) + ∂g(d) +∇ q(xk)− Φ(xk). (3.12)
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Let Φ be the gradient mapping of a continuously differentiable convex
function ψ : Rn → R. A CA method iteratively solves the subproblem

min
d∈Rn

{︂
ψ(d) + q(xk) + g(d)− ψ(xk) +

⟨︁
∇ q(xk)−∇ψ(xk), d− xk

⟩︁}︂
.

(3.13)

A step is then taken in the direction δk − xk, namely

xk+1 = xk + αk(δk − xk), (3.14)

where δk solves (3.13) and αk > 0 is a step-length typically computed via a
line search such that an appropriately selected merit function is sufficiently
decreased along the direction δk − xk.

Remark 8. Evaluating the merit function too many times can be impractical.
One way to mitigate this issue for large-scale problems is to incorporate “predeter-
mined step-lengths” into the solution scheme of (3.13). This allows us to update
xk as xk+1 ≡ δk. However, methods that use this approach do not generally yield
a monotonically decreasing sequence of objective values. Instead, convergence is
characterized by a metric that measures the distance from iteration points to the
set of optimal solutions [179].

In view of Remark 8, we discuss next a new proximal Newton-type
scheme that compromises between minimizing the objective values and
decreasing the distance from iteration points to the set of optimal solutions
as specified by a curvature-exploiting variable-metric.

3.3.1 Variable-metric and adaptive step-length selection

A very nice feature of the CA framework is that it can help, for instance,
through the specific choice of Φ, to efficiently utilize the original prob-
lem’s structure—a practice which is particularly useful when solving
medium- to large-scale problems. This feature fits directly into our self-
concordant smoothing framework. We notice that (3.13) gives (3.10) with
the following choice of ψ:

ψ(·) = 1

2
∥·∥2Q , Q ∈ Sn++. (3.15)
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In this case, the optimality conditions and our assumptions give

(Q−∇ q)(xk) ∈ (Q+ ∂g)(d), (3.16)

which leads to

δk = proxQg (xk −Q−1∇ q(xk)). (3.17)

In the proximal Newton-type scheme,Qmay be the Hessian of q(xk) or its
approximation5. Although a diagonal structure of Q is often desired due
to its ease of implementation in the proximal framework, we most likely
throw away relevant curvature information by performing a diagonal
or scalar approximation of ∇2 q(xk), especially when q is not assumed
to be separable. Our consideration in this chapter entails the following
characterization of the optimality conditions:

(Hk −∇ q)(xk) ∈ (Qk + ∂g)(d), (3.18)

where Hk may be the Hessian, ∇2 q(xk) ≡ Hf
k +Hg

k , of q or its approxi-
mation, where Hf

k ≡ ∇2 f(xk), H
g
k ≡ ∇2 gs(xk;µ), and Qk ∈ Sn++. Specif-

ically, we set Qk = Hg
k in (3.18) and propose the following step update

formula:

xk+1 = prox
Hg

k
αkg(xk − ᾱkH

−1
k ∇ q(xk)), (3.19)

where ᾱk ∈ R>0 results from damping the Newton-type steps.
The validity of this procedure in the present scheme may be seen in the

interpretation of the proximal operator proxg
(︁
x+
)︁

for some x+ ∈ dom g as
compromising between minimizing the function g and staying close to x+

(see [175, Chapter 1]). When scaled by, say,Hg
k , “closeness” is quantified in

terms of the metric induced byHg
k , and we want the proximal steps to stay

close (as much as possible) to the Newton iterates relative to, say,∥·∥Hg
k

.
To see this, we note that in view of the fixed-point characterization (3.13)
via CA methods, we may interpret proximal Newton-type algorithms as

5If Q is the scaled identity matrix, then we have the proximal gradient method, if Q = ∇2 q,
we have the proximal Newton method, and if Q is a quasi-Newton, say BFGS, approximation
of the Hessian, we have a proximal quasi-Newton method.
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Algorithm 2 Prox-N-SCORE (A proximal Newton algorithm)

Require: x0 ∈ Rn, problem functions f , g, self-concordant smoothing
function gs ∈ SµMg,ν

, α ∈ (0, 1]

1: for k = 0, . . . do
2: gradk ← ∇ f(xk) +∇ gs(xk)
3: Hg

k ← ∇2 gs(xk); ηk ←
⃦⃦
∇ gs(xk)

⃦⃦∗
Hg

k

▷ Note: Hg
k is diagonal

4: ᾱk = α
1+Mgηk

5: Hk ← ∇2 f(xk) +Hg
k ; Solve for ∆k: Hk∆k = gradk

6: xk+1 ← prox
Hg

k
αg (xk − ᾱk∆k)

7: end for

a fixation of the error term ∇ψ −∇ q at some point in dom q ∩ dom g. Let
us fix some x̄ ∈ dom q ∩ dom g and introduce the operator Ex̄ defined by

Ex̄(z) ≜ ∇2 q(x̄)z − ᾱ∇ q(z), (3.20)

where 0 < ᾱ ≤ α ≤ 1. Set Q = Qk ∈ Sn++ arbitrary in (3.15). We aim to
exploit the structure in gs (and ∇2 gs), so we define an operator ξx̄(Qk, ·)
to quantify the error between∇2 gs and Qk as follows:

ξx̄(Qk, z) ≜ (∇2 gs(x̄)−Qk)(z − xk). (3.21)

We provide a local characterization of the optimality conditions for (3.13)
in terms of Ex̄ and ξx̄ in the next result.

Proposition 4. Let the operators Ex̄ and ξx̄(Qk, ·) be defined by (3.20) and
(3.21), respectively. Then the optimality conditions for (3.13) with ψ(·) =
1
2∥·∥

2
Qk

are locally characterized in terms of Ex̄ and ξx̄(Qk, ·) by

Ex̄(xk) + ξx̄(Qk, d) ∈ ∇2 gs(x̄)d+ α∂g(d). (3.22)

More precisely, (3.18) holds with Qk = ∇2 gs(x̄) whenever x̄ is the unique
optimizer satisfying (3.22) at a local solution d of (3.13).

Proof. As gs satisfies the property in SC.1, it holds that [53, Lemma 3.4]

lim sup
x→x̄
µ↓0

∇ gs(x;µ) = ∂g(x̄). (3.23)
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Hence, by Lemma 8 and [196, Theorem 13.2], there exists vg ∈ Rn, in the
extended sense of differentiability (see [196, Definition 13.1]), such that

lim sup
x→x̄
µ↓0

∇ gs(x) = ∂g(x̄) = {vg}, (3.24a)

∅ ≠ ∂g(d) ⊂ vg +∇2 gs(x̄)(d− x̄) + o(|d− x̄|)Er(x̄). (3.24b)

Let xk be in some neighbourhood of x̄ and let {xk} → x̄ be generated by
an iterative process. By assumption, the differentiable terms in (3.24b) are
convex and the differential operators are monotone. It then holds that

∂g(d) ⊂ vg +∇2 gs(x̄)(d− xk) + o(|d− x̄|)Er(x̄), (3.25)

for all xk in the neighbourhood of x̄. Since differentiability in the extended
sense is necessary and sufficient for differentiability in the classical sense
(see [196, Definition 13.1 and Theorem 13.2]), it holds for some µ ∈ R>0

that vg ≡ ∇ gs(x̄) which is defined through:

∇ gs(d) = ∇ gs(x̄) +∇2 gs(x̄)(d− x̄) + o(|d− x̄|). (3.26)

Consequently, using (3.12) (with Φ = ∇ψ), and defining the Dikin el-
lipsoid Er(x̄) in terms of gs for r small enough, we deduce from (3.25),
(3.26) that Qk(xk − d) + ∇2 gs(x̄)(xk − d) − ᾱ∇ q(xk) ∈ ᾱ∇ gs(x̄) for
0 < ᾱ ≤ 1. We assert∇2 f(x̄)(d− x̄) ∈ Er(x̄) at a local solution d of (3.13),
and then deduce again from (3.25), (3.26) that ᾱ∇ gs(x̄) + ∇2 gs(x̄)(d −
xk) +∇2 f(x̄)xk ∈ α∂g(d) holds for 0 < ᾱ ≤ α ≤ 1 near x̄, whenever x̄ is
the unique solution x∗ of (3.2). As a result, using q ≜ f + gs, we get

(∇2 q(x̄)− ᾱ∇ q)xk −∇2 gs(x̄)xk ∈ Qk(d− xk) + α∂g(d). (3.27)

In terms of Ex̄ and ξx̄(Qk, ·), (3.27) may be written as (3.22), which exactly
gives (3.18) with the choice Qk = ∇2 gs(x̄). ■

As we shall see in the GGN approximation discussed below, we
may exploit the properties of the function gs in ensuring stability of
the Newton-type steps via the notion of Newton decrement. In essence, we
consider damping the Newton-type steps such that

ᾱk =
αk

1 +Mgηk
, (3.28)
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where by P.4, Mg is a generalized self-concordant parameter for gs, and
ηk ≜

⃦⃦
∇ gs(xk)

⃦⃦∗
xk

is the dual norm of ∇ gs(xk) with respect to gs(xk).
Note that the above choice for ᾱk, in the context of minimizing generalized
self-concordant functions, assumes ν ≥ 2 (see e.g. [223, Equation 12]).
Suppose for example αk = 1 is fixed and ν = 3, then (3.27) leads to the
standard damped-step proximal Newton-type method for minimizing the
sum of a function g ∈ FMg,ν and a nonsmooth function in Γ0(Rn) (cf. [228,
223]) in the framework of Newton decrement.

In view of (3.6), Hg
k has a desirable diagonal structure and hence can

be cheaply updated from iteration to iteration. This structure provides an
efficient way to compute the scaled proximal operator proxH

g
k

g , for example
via a special case of the proximal calculus derived in [29] (see Section 3.6
for two practical examples). Overall, by exploiting the structure of the
problem, precisely

(i) taking adaptive steps that properly capture the curvature of the
objective functions, and

(ii) scaling the proximal operator of g by a variable-metric Hg
k which

has a simple, diagonal structure,

we can adapt to an affine-invariant structure due to the algorithm and
ensure we remain close to the Newton-type iterates towards convergence.

If we choose Hk ≡ ∇2 q(xk) in (3.19), we obtain a proximal Newton
step (see Algorithm 2):

xk+1 = prox
Hg

k
αkg(xk − ᾱk∇2 q(xk)

−1∇ q(xk)). (3.29)

However, Hk may be any approximation of the Hessian of q at xk. In view
of (3.22), this corresponds to replacing the Hessian term∇2 q(x̄) in (3.20)
by the approximating matrix evaluated at x̄.

3.3.2 A proximal generalized Gauss-Newton algorithm

In describing the proximal GGN algorithm, consider first the simple case
g ≡ 0. Then (3.19) with ᾱk = 1 gives exactly the pure Newton-type
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Algorithm 3 Prox-GGN-SCORE (A proximal generalized Gauss-Newton
algorithm)

Require: x0 ∈ Rn, problem functions f , g, self-concordant smoothing
function gs ∈ SµMg,ν

, modelM, input-output pairs {ui, yi}mi=1 with
yi ∈ Rny , α ∈ (0, 1]

1: for k = 0, . . . do
2: Hg

k ← ∇2 gs(xk); ηk ←
⃦⃦
∇ gs(xk)

⃦⃦∗
Hg

k

▷ Note: Hg
k is diagonal

3: ᾱk ← α
1+Mgηk

4: if m+ ny ≤ n then
5: Compute δggnk via (4.9)
6: else
7: Compute δggnk via (3.33)
8: end if
9: xk+1 ← prox

Hg
k

αg (xk + ᾱkδ
ggn
k )

10: end for

direction

δggnk = −H−1
k ∇ q(xk). (3.30)

Now suppose that the function f quantifies a data-misfit or loss between
the outputs6 ŷi of a modelM(·;x) and the expected outputs yi, for i =
1, 2, . . . ,m, as in a typical machine learning problem, and that g ̸= 0.
Precisely, let ŷi ≡M(ui;x), and suppose that f can be written as

f(x) =

m∑︂
i=1

ℓ(yi, ŷi), (3.31)

where ℓ : R× R→ R is a loss function. Define an “augmented” Jacobian
matrix Jk ∈ R(m+1)×n by [4]

JT
k ≜

⎡⎢⎢⎢⎢⎣
ŷ′1(x

(1)) ŷ′2(x
(1)) · · · ŷ′m(x(1)) g(1)′(x(1))

ŷ′1(x
(2)) ŷ′2(x

(2)) · · · ŷ′m(x(2)) g(2)′(x(2))
...

...
...

...
ŷ′1(x

(n)) ŷ′2(x
(n)) · · · ŷ′m(x(n)) g(n)′(x(n))

⎤⎥⎥⎥⎥⎦ , (3.32)

6Note that for the sake of simplicity, we assume here yi ∈ R, but it is straightforward to
extend the approach that follows to cases where yi ∈ Rny , ny > 1.
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where x(1), x(2), . . . , x(n) are components of xk, and g(1), g(2), . . . , g(n) are
the components of gs(xk;µ). Then GGN approximation of the Newton
direction (3.30) gives

δggnk = −(Hf
k +Hg

k )
−1∇ q ≈ −(J⊤

k VkJk +Hg
k )

−1J⊤
k uk, (3.33)

where Vk ≡ diag(vk), vk ≜ [l′′ŷ1
(y1, ŷ1;xk), . . . , l

′′
ŷm

(ym, ŷm;xk), 0]
⊤ ∈

R(m+1), and the vector uk ≜ [l′ŷ1
(y1, ŷ1;xk), . . . , l

′
ŷm

(ym, ŷm;xk), 1]
⊤ ∈

Rm+1 defines an augmented “residual” term. If m + 1 < n (possibly
m ≪ n), that is, when the model is overparameterized, the following
equivalent formulation of (3.33) provides a convenient way to compute
the GGN search direction [4]:

δggnk = −Hg−1

k J⊤
k (Im + VkJkH

g−1

k J⊤
k )−1uk. (3.34)

Note that in case the function g (and hence gs) is scaled by some (non-
negative) constant, only the identity matrix Im may be scaled accordingly.
Following [4, Section 4], it suffices to assume stability of the GGN iterates
by ensuring the stability of Hg

k . This is achieved, for instance, through the
generalized self-concordant structure of gs.

Now if we choose Hk ≡ J⊤
k VkJk +Hg

k in the proximal Newton-type
scheme of (3.19), we have the proximal GGN update (see Algorithm 3):

xk+1 = prox
Hg

k
αkg(xk + ᾱkδ

ggn
k ), (3.35)

where δk is computed via (3.33), or by (4.9) in case m + 1 is less than n,
and ᾱk is as defined in (3.28).

3.4 Structured penalties

As we have noted, more general nonsmooth regularized problems impose
certain structures on the variables that must be handled explicitly by
the algorithm. Such situations can be seen in some lasso and multi-task
regression problems in which problem (3.1) takes on the form

min
x∈Rn

f(x) +R(x) + Ω(Cx)⏞ ⏟⏟ ⏞
g(x)

, (3.36)
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where, in addition toR(x), the function (cf. [69, 70])

Ω(Cx) ≜ max
u∈Q
⟨u,Cx⟩, (3.37)

characterizes a specific desired structure of the solution estimates and, for
V a finite-dimensional vector space such that C : Rn → V is a linear map,
Q ⊆ V∗ is closed and convex, where V∗ is the dual space to V.

For example, in the sparse group lasso problem [98, 217], Ω(Cx) =

γ
∑︁

j∈G ωj

⃦⃦
xj
⃦⃦

induces group level sparsity on the solution estimates and
R(x) = β∥x∥1 promotes the overall sparsity of the solution, so that the
optimization problem is written as

min
x∈Rn

f(x) + β∥x∥1 + βG
∑︂
j∈G

ωj

⃦⃦
xj
⃦⃦
, (3.38)

where β ∈ R>0, βG ∈ R>0, G = {jk, . . . , jng
} is the set of vari-

ables groups with ng = card(G), xj ∈ Rnj is the subvector of x
corresponding to variables in group j and ωj ∈ R>0 is the group
penalty parameter. Another example is the graph-guided fused lasso
for multi-task regression problems [127], where the function Ω(Cx) =

βG
∑︁

e=(r,s)∈E,r<s τ(ωrs)
⃓⃓
xr − sign(ωrs)xs

⃓⃓
encourages a fusion effect

over variables xr and xs shared across tasks through a graph G ≡ (V,E)

of relatedness, where V = {1, . . . , n} denotes the set of nodes and E the
edges; βG ∈ R>0, τ(ωrs) is a fusion penalty function, and ωrs ∈ R is the
weight of the edge e = (r, s) ∈ E. Here, withR(x) = β∥x∥1, β ∈ R>0, the
optimization problem is written as

min
x∈Rn

f(x) + β∥x∥1 + βG
∑︂

e=(r,s)∈E,r<s

τ(ωrs)
⃓⃓
xr − sign(ωrs)xs

⃓⃓
. (3.39)

3.4.1 Structure reformulation for self-concordant smooth-
ing

The key observation in problems of the form (3.36) is that the function
Ω(Cx) belongs to the class of nonsmooth convex functions that is well-
structured for Nesterov’s smoothing [161] in which a smooth approxima-
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tion Ωs of Ω has the form7

Ωs(Cx;µ) = max
u∈Q

{︁
⟨u,Cx⟩ − µd(u)

}︁
, µ ∈ R>0, (3.40)

where d is a prox-function8 of the set Q. Note that Nesterov’s smoothing
approach assumes the knowledge of the exact structure of C. In the
sequel, we shall write ΩC(x) ≡ Ω(Cx) or ΩC

s (x;µ) ≡ Ωs(Cx), with the
superscript “C” to indicate the function is structure-aware via C.

Proposition 5. Let C : Rn → Rn be a linear map and let ω be a continuous
convex function defined on a closed and convex set Q ⊆ domω ⊆ Rn. Further,
define

Ω̃(x) ≜ max
u∈Q

{︁
⟨u,Cx⟩ − ω(u)

}︁
,

and let d ≜ h∗, where h : Rn → R satisfies∇2 h ∈ Sn++ and is of the form (3.6)
with ϕ satisfying K.1 – K.2 so that h ∈ FMh,ν with ν ∈ [3, 6) if n > 1 and with
ν ∈ (0, 6) if n = 1. Then the function

Ωs(x;µ) = max
u∈Q

{︁
⟨u,Cx⟩ − ω(u)− µd(u)

}︁
, µ ∈ R>0, (3.41)

is a self-concordant smoothing function for Ω̃(x).

Proof. We follow the approach in [27, Section 4]. First note that we can
write Ω̃(x) = Ω(Cx), where

Ω ≜ (ω + δQ)
∗.

Now, let d̃ ≜ d+ δQ. In view of [223, Proposition 6], we have d, d̃ ∈ FMd,νd

where Md =Mh and νd = 6− ν. Next, define h̃ ≜ (d̃)∗. We have

(Ω∗ + h̃
∗
µ)

∗(x) = (ω + δQ + µd̃)∗(x)

= max
u∈Q

{︁
⟨u, x⟩ − ω(u)− µd(u)

}︁
,

which is precisely (Ω̃□h∗µ)(x) according to [27, Theorem 4.1(a)] (cf. (3.7)).
Now, since d ≜ h∗ ∈ FMd,νd

, the result follows from Proposition 1 and
Proposition 2(ii). ■

7The reader should not confuse the barrier smoothing technique of, say, [162, 229],
with the self-concordant smoothing framework of this chapter. The self-concordant barrier
smoothing techniques, just like Nesterov’s smoothing, realize first-order and subgradient
algorithms that solve problems of this exact form.

8A function d1 is called a prox-function of a closed and convex set Q1 if Q1 ⊆ dom d1,
and d1 is continuous and strongly convex on Q1 with convexity parameter ρ1 > 0.
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Under the assumptions of Proposition 5, ΩC
s (x;µ) provides a self-

concordant smooth approximation of Ω(x) with V ≡ Rn. In this case,
ω = 0 in Proposition 5 and the prox-function d in (3.40) is given by h∗, the
dual of h ∈ FMh,ν .

3.4.2 Prox-decomposition and smoothness properties

An important property of the function g = R+ΩC we want to infer here
is its prox-decomposition property [246] in which the (unscaled) proximal
operator of g satisfies

proxg = proxΩC ◦ proxR . (3.42)

Under our assumptions on g and h, this property extends for the inf-conv
regularization (and hence the self-concordant smoothing framework)9. To
see this, let V ≡ Rn, and note the following equivalent expression for the
definition of inf-convolution (3.3):

(R□hµ)(x) = inf
(u,v)∈Rn×Rn

u+v=x

{︁
R(u) + hµ(v)

}︁
.

Define also the function rs : R× R→ R such that

(R□hµ)(x) ≡
n∑︂

i=1

rs(xi;µ).

The next result follows, highlighting what we propose as the inf-
decomposition property.

Proposition 6. Let g ∈ Γ0(Rn) be given as the sum g(x) = R(x) + ΩC(x).
Suppose that the function h ∈ Γ0(Rn) is supercoercive and define z ≜
[rs(x1;µ), . . . , rs(xn;µ)]

⊤. Then the regularization process (g□hµ)(x), for
all µ > 0, is given by the composition

(g□hµ)(x) = (ΩC□hµ)(z). (3.43)
9Additional assumptions may be required to hold in order to correctly define this property

in our framework, e.g., nonoverlapping groups in case of the sparse group lasso problem, in
which case, V is the space Rn.
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Proof. The exactness of the inf-conv regularization process by Proposi-
tion 2(i) allows to infer

(ΩC□hµ)(z) = inf
(u,v)∈Rn×Rn

u+v=z

{︂
ΩC(u) + hµ(v)

}︂
= inf

(u,v)∈Rn×Rn

2u+v=x

{︂
R(u) + ΩC(u) + hµ(v)

}︂
= ((R+ΩC)□hµ)(x) = (g□hµ)(x).

■

Given the smoothness properties of ΩC□hµ andR□hµ, we can apply
the chain rule to obtain the derivatives of their composition g□hµ. Pre-
cisely, [222, Lemma 2.1] provides sufficient conditions for the validity of
the derivatives obtained via the chain rule for composite functions, which
are indeed satisfied for g□hµ by our assumptions.

3.5 Convergence analysis

We analyze the convergence of Algorithms 2 and 3 under the proposed
smoothing framework. The local behaviour of the algorithms are dis-
cussed in Appendix 3.A. In view of the numerical examples considered
in Section 3.6, we restrict our analyses to the case 2 ≤ ν ≤ 3. However,
similar convergence properties are expected to hold for the general case
ν > 0, as the key bounds describing generalized self-concordant functions
hold similarly for all of these cases (see, e.g., Section 2 and the concluding
remark of [223]). We define the following metric term, taking the local
norm∥·∥x with respect to gs:

dν(x, y) ≜

{︄
Mg∥y − x∥ if ν = 2,(︁
ν
2 − 1

)︁
Mg∥y − x∥3−ν

2 ∥y − x∥ν−2
x if ν > 2.

(3.44)

We introduce the notations Hg∗

k ≡ ∇2 gs(x
∗), Hf∗

k ≡ ∇2 f(x∗) and H∗ ≡
∇2 q(x∗). Recall also the notations Hg

k ≡ ∇2 gs(xk), H
f
k ≡ ∇2 f(xk) and

Hk ≡ ∇2 q(xk) at xk. Furthermore, we define the following matrices
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associated with any given twice differentiable function f :

Σx,y
f ≜

∫︂ 1

0

(︂
∇2 f(x+ τ(y − x))−∇2 f(x)

)︂
dτ, (3.45a)

Υx,y
f ≜ ∇2 f(x)−1/2Σx,y

f ∇2 f(x)−1/2. (3.45b)

We begin by stating some useful preliminary results. The following result
provides bounds on the function gs in (3.2).

Lemma 9. [223, Proposition 10] Suppose that P.3–P.4 hold. Then, given any
x, y ∈ dom g, we have

ων(−dν(x, y))∥y − x∥2x ≤ gs(y)− gs(x)− ⟨∇ gs(x), y − x⟩
≤ ων(dν(x, y))∥y − x∥2x, (3.46)

in which, if ν > 2, the right-hand side inequality holds if dν(x, y) < 1, and

ων(τ) ≜

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

exp(τ)−τ−1
τ2 if ν = 2,

−τ−ln(1−τ)
τ2 if ν = 3,

(1−τ) ln(1−τ)+τ
τ2 if ν = 4,(︂

ν−2
4−ν

)︂
1
τ

[︃
ν−2

2(3−ν)τ

(︂
(1− τ) 2(3−ν)

2−ν − 1
)︂
− 1

]︃
otherwise.

(3.47)

The next two lemmas are instrumental in our convergence analysis,
and are immediate consequences of the (local) Hessian regularity of the
smooth functions f and gs in (3.2).

Lemma 10. [163, Lemma 1.2.4] For any given x, y ∈ dom f , we have⃦⃦⃦
∇ f(y)−∇ f(x)−∇2 f(x)(y − x)

⃦⃦⃦
≤ Lf

2
∥y − x∥2 , (3.48)⃓⃓⃓⃓

f(y)− f(x)− ⟨∇ f(x), y − x⟩ − 1

2
⟨∇2 f(x)(y − x), y − x⟩

⃓⃓⃓⃓
≤ Lf

6
∥y − x∥3 .

(3.49)

Lemma 11. [223, Lemma 2] For any given x, y ∈ dom g, Υx,y
gs satisfies

∥Υx,y
gs ∥ ≤ Rν(dν(x, y))dν(x, y),
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where, for τ ∈ [0, 1), Rν(τ) is defined by

Rν(τ) ≜

⎧⎪⎪⎨⎪⎪⎩
(︁
3
2 + τ

3

)︁
exp(τ) if ν = 2,

1−(1−τ)
4−ν
ν−2 −( 4−ν

ν−2 )τ(1−τ)
4−ν
ν−2

( 4−ν
ν−2 )τ2(1−τ)

4−ν
ν−2

if ν ∈ (2, 3].
(3.50)

Global convergence. We prove a first global result for the proximal
Newton-type scheme (3.19). We show that the iterates of this scheme
decrease the objective function values with the step-lengths specified by
(3.28) and αk ∈ (0, 1], and converge to an optimal solution of (3.1).

Let us define the following mapping:

Gαkg(xk) ≜
1

ᾱk
Hk

(︂
xk − prox

Hg
k

αkg(xk − ᾱkH
−1
k ∇ q(xk))

)︂
. (3.51)

Clearly, (3.19) is equivalent to

xk+1 = xk − ᾱkH
−1
k Gαkg(xk) . (3.52)

Using (3.18) with Qk = Hg
k and the definition of the (scaled) proximal

operator, Gαkg(xk) satisfies

Gαkg(xk) ∈ ∇ q(xk) + ∂g(xk − ᾱkH
−1
k Gαkg(xk)). (3.53)

Moreover, Gαkg(x̄) = 0 if and only if x̄ solves problem (3.2).

Proposition 7. Suppose that P.1, P.3 and P.4 hold for (3.2). Let {xk} be
the sequence generated by scheme (3.19) for problem (3.2) and satisfying
ων(dν(xk+1, xk)) ≤ 1

2 , where ων and dν are respectively defined by (3.47)
and (3.44). Define εµk(y) ≜ (Lf/6)∥y − xk∥3, and let ᾱk be specified by (3.28)
with αk ∈ (0, 1]. Then {xk} satisfies

L(xk+1) ≤ L(xk)− εµk(xk+1). (3.54)

Proof. Letting y = xk − ᾱkH
−1
k Gαkg(xk) and x = xk in Lemma 10, where

Gαkg is defined by (3.51), we have

f(xk+1) ≤ f(xk)− ᾱk(H
−1
k ∇ f(xk))⊤Gαkg(xk)+

ᾱ2
k

2

⃦⃦⃦
H−1

k Gαkg(xk)
⃦⃦⃦2
Hf

k

+
ᾱ3
kLf

6

⃦⃦⃦
H−1

k Gαkg(xk)
⃦⃦⃦3
. (3.55)

88



Using L(xk+1) ≜ f(xk+1) + g(xk+1) and (3.55), we get

L(xk+1) ≤ f(xk)− ᾱk(H
−1
k ∇ f(xk))⊤Gαkg(xk)+

ᾱ2
k

2

⃦⃦⃦
H−1

k Gαkg(xk)
⃦⃦⃦2
Hf

k

+
ᾱ3
kLf

6

⃦⃦⃦
H−1

k Gαkg(xk)
⃦⃦⃦3

+ g(xk − ᾱkH
−1
k Gαkg(xk))

Lemma 10
≤ f(z)− ⟨∇ f(xk), z − xk⟩ −

1

2
∥z − xk∥2Hf

k
+
Lf

6
∥z − xk∥3

− ᾱk(H
−1
k ∇ f(xk))⊤Gαkg(xk)+

ᾱ2
k

2

⃦⃦⃦
H−1

k Gαkg(xk)
⃦⃦⃦2
Hf

k

+
ᾱ3
kLf

6

⃦⃦⃦
H−1

k Gαkg(xk)
⃦⃦⃦3

+ g(xk − ᾱkH
−1
k Gαkg(xk)). (3.56)

In the above, we used the lower bound in Lemma 10 on f(z). By
the convexity of g, we have g(z) − g(xxk+1

) ≥ v⊤(z − xk+1) for all
v ∈ ∂g(xk+1). Now since from (3.53), we have Gαkg(xk)−∇ q(xk) ∈
∂g(xk − ᾱkH

−1
k Gαkg(xk)), and noting that∇ q −∇ f = ∇ gs, (3.56) gives

L(xk+1) ≤ f(z) + g(z)− ⟨∇ f(xk), z − xk⟩ −
1

2
∥z − xk∥2Hf

k

− ᾱk(H
−1
k ∇ f(xk))⊤Gαkg(xk)+

ᾱ2
k

2

⃦⃦⃦
H−1

k Gαkg(xk)
⃦⃦⃦2
Hf

k

− (Gαkg(xk)−∇ q(xk))⊤(z − xk + ᾱkH
−1
k Gαkg(xk))

+
Lf

6
∥z − xk∥3 +

ᾱ3
kLf

6

⃦⃦⃦
H−1

k Gαkg(xk)
⃦⃦⃦3

≤ L(z)− ⟨∇ f(xk), z − xk⟩ −
1

2
∥z − xk∥2Hf

k
−Gαkg(xk)

⊤
(z − xk)

+
ᾱ2
k

2

⃦⃦⃦
H−1

k Gαkg(xk)
⃦⃦⃦2
Hf

k

+
Lf

6
∥z − xk∥3 +

ᾱ3
kLf

6

⃦⃦⃦
H−1

k Gαkg(xk)
⃦⃦⃦3

− ᾱk(H
−1
k ∇ f(xk))⊤Gαkg(xk)−

ᾱ2
k

2
⟨H−1

k Gαkg(xk), Gαkg(xk)⟩

− ∇ q(xk)⊤(z − xk + ᾱkH
−1
k Gαkg(xk))

= L(z) +Gαkg(xk)
⊤
(xk − z) +

Lf

6
∥z − xk∥3 +

ᾱ3
kLf

6

⃦⃦⃦
H−1

k Gαkg(xk)
⃦⃦⃦3

+∇ gs(xk)⊤(z − xk) + ᾱk(H
−1
k ∇ gs(xk))⊤Gαkg(xk)−

1

2
∥z − xk∥2Hf

k

+
ᾱ2
k

2
⟨H−1

k (Hf
kH

−1
k − In)Gαkg(xk), Gαkg(xk)⟩, (3.57)
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where the second inequality results from the fact that
⟨H−1

k Gαkg(xk), Gαkg(xk)⟩ ≥ 0 and ᾱk ≥ ᾱ2
k for 0 < ᾱk ≤ 1. Now

set z = xk in (3.57) and use the following relations from (3.52):

ᾱkH
−1
k Gαkg(xk) = xk − xk+1, Gαkg(xk) =

1

ᾱk
Hk(xk − xk+1).

We get

L(xk+1) ≤ L(xk) +
ᾱ2
k

2
⟨H−1

k (Hf
kH

−1
k − In)Gαkg(xk), Gαkg(xk)⟩

+ ᾱk(H
−1
k ∇ gs(xk))⊤Gαkg(xk)+

ᾱ3
kLf

6

⃦⃦⃦
H−1

k Gαkg(xk)
⃦⃦⃦3

= L(xk)−
[︃
⟨∇ gs(xk), xk+1 − xk⟩+

Lf

6
∥xk+1 − xk∥3

+
1

2
⟨Hg

k (xk+1 − xk), xk+1 − xk⟩
]︃
. (3.58)

Now, let us define the following cubic-regularized upper quadratic model
of gs near xk (cf. [165]):

ĝs(y) ≜ gs(xk) + ⟨∇ gs(xk), y − xk⟩+
1

2
⟨Hg

k (y − xk), y − xk⟩

+
Lf

6
∥y − xk∥3 ,

for y ∈ Rn and Lf given by P.1. Then, using Lemma 9 with x = xk, we
have

gs(y)− ĝs(y) ≤ ων(dν(y, xk))∥y − xk∥2x −
1

2
⟨Hg

k (y − xk), y − xk⟩

− Lf

6
∥y − xk∥3 . (3.59)

Next, using (3.59) with y = xk+1, (3.58) gives

L(xk+1) ≤ L(xk) + gs(xk+1)− ĝs(xk+1)

≤ L(xk) +
(︃
ων(dν(xk+1, xk))−

1

2

)︃
∥xk+1 − xk∥2x

− Lf

6
∥xk+1 − xk∥3 ,

which proves the result. ■
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A straightforward implication of Proposition 7 is that the sequence
{L(xk)} is monotonically decreasing if δ̄k ≜ xk+1 − xk ̸= 0. Consider the
set of indices

KS ≜
{︁
k such that xk ∈ S and S is a subsequence of {xk}

}︁
. (3.60)

Then, for all kj ∈ KS , {xkj} converges to some x∗.

Lemma 12. Let an iterate xk be generated by the scheme (3.19) for problem
(3.2). Then, xk is a stationary point of L if and only if δ̄k = 0.

Proof. The statement holds true by our characterization of the optimiality
conditions in (3.18) with Qk = Hg

k . ■

Theorem 3. Let {xk} ⊂ Rn in Proposition 7. Then every limit point x∗ of
{xk} at which (3.18) holds with Qk = Hg

k is a stationary point of the objective
function L in problem (3.1).

Proof. Proposition 7 implies {L(xk)} is non-increasing and bounded be-
low. Hence, it converges to a finite value L∗. Consequently (and from
the proof of Proposition 3), the sequence of iterates {xk} generated from
(3.19) is bounded, and every limit point exists. Let x∗ be a limit point of
{xk}, and now consider all kj ∈ KS with {xkj

} → x∗, whereKS is defined
by (3.60). The relation in (3.23) implies inclusion in both directions, and
hence since gs e−→ g, if {xkj} is such that

lim sup
xkj

→x∗

µ↓0

∇ gs(xkj ;µ)→ 0, (3.61)

one finds x∗ is a stationary point of g [53]. For any suitably chosen
fixed µ ∈ R>0, it suffices that both properties (3.23) and (3.61) hold only
approximately with respect to Proposition 3 as they pertain only to the
smooth part of the problem. Taking the limit of (3.18) as kj → ∞ with
Qk = Hg

k , the result follows from Lemma 12. Precisely, δ̄kj → 0, and
hence all the limit points of {xk} are stationary points of L. ■

How to choose αk. In previous results, we did not specify a particular
way to choose αk. The results hold for any value of αk ∈ (0, 1]. Compared
to the step-length selection rule proposed in [223], for instance, our ap-
proach and analysis do not directly rely on the actual value of ν in the
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choice of both ᾱk and αk. Indeed, in the context of minimizing a function
gs ∈ FMg,ν , an optimal choice for ᾱk, in view of [223], corresponds to
setting

αk =

⎧⎨⎩
ln(1+dk)(1+Mηk)

dk
if ν = 2,

2(1+Mgηk)
2+Mgηk

if ν = 3,

where dk ≜Mg∥∇2Hg−1

k ∇ gs(xk)∥ and in each case, it can be shown that
ᾱk ∈ (0, 1). However, choosing αk this way does not guarantee certain
theoretical bounds in the context of the framework studied in this chapter,
especially for ν = 2. We therefore propose to leave αk as a hyperparameter
that must satisfy 0 < αk ≡ α ≤ 1. This however provides the freedom
to exploit specific properties about the function f , when they are known
to hold. One of such properties is the global Lipschitz continuity of ∇ f ,
where supposing the Lipschitz constant L is known, one may set

αk = min{1/L, 1}.

3.6 Numerical experiments

In this section, we validate the efficiency of the technique introduced in
this chapter in numerical examples using both synthetic and real datasets
from the LIBSVM repository [65]. The approach and algorithms proposed
in this chapter are implemented in the Julia programming language and
are available in the SCSO package (see Section 1.1.1). We test the perfor-
mance of Algorithms 2 and 3 for various fixed values of αk ≡ α ∈ (0, 1]

(see Figure 19). Clearly, convergence is fastest with αk = 1, so we fix this
value for the two algorithms in the remainder of our experiments. We com-
pare our technique with other algorithms, namely PANOC [220], ZeroFPR
[226], OWL-QN [12], proximal gradient [142], and fast proximal gradient
[25] algorithms10. In the sparse group lasso experiments, we compare our

10We use the open-source package ProximalAlgorithms.jl for the PANOC,
ZeroFPR, and fast proximal gradient algorithms, while we use our own imple-
mentation of the OWL-QN (modification of https://gist.github.com/yegortk/
ce18975200e7dffd1759125972cd54f4) and proximal gradient methods which can
also be found in our package SelfConcordantSmoothOptimization.jl.
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approach with the proximal gradient, block coordinate descent (BCD)11

algorithm, and the semismooth Newton augmented Lagrangian (SSNAL)
method [136] which was extended12 in [250] to solve sparse group lasso
problems. BCD is known to be an efficient algorithm for general regular-
ized problems [97], and is used as a standard approach for the sparse
group lasso problem [118, 98, 217]. Since the problems considered in our

experiments use the ℓ1 and ℓ2 regularizers, we use ϕ(t) = 1
p

√︂
1 + p2|t|2−1

from Example 1, with p = 1 and derive gs in problem (3.2) accordingly
(see also Figure 18). This provides a good (smooth) approximation for the
1- and 2-norms with an appropriate value of µ. Its gradient and Hessian
are respectively

∇ gs(x) = x/
√︁
µ2 + x2, ∇2 gs(x) = diag

(︂
µ2/(µ2 + x2)

3
2

)︂
.

For a diagonal matrix Hg
k ∈ Rn×n, the scaled proximal operator for the 1-

and 2-norms are obtained using the proximal calculus derived in [29]. Let
the vector d̂ ∈ Rn contain the diagonal entries of Hg

k , and let β ∈ R>0:

(i) prox
Hg

k

β∥x∥1
= sign(x) ·max{|x| − βd̂, 0}, and

(ii) prox
Hg

k

β∥x∥ = x ·max{1− βd̂/∥x∥, 0}.

We terminate most of the algorithms with the default stopping crite-
rion or when ∥xk−xk−1∥

max{∥xk−1∥,1} < εtol with εtol ∈ {10−6, 10−9}.
All experiments are performed on a laptop with dual (2.30GHz +

2.30GHz) Intel Core i7-11800 H CPU and 32GB RAM.

11We use the BCD method of [160] which is efficiently implemented with a gap safe
screening rule. The open-source implementation can be found in https://github.com/
EugeneNdiaye/Gap_Safe_Rules.

12We use the freely available implementation provided by the authors in https://
github.com/YangjingZhang/SparseGroupLasso.
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3.6.1 Sparse logistic regression

We consider the problem of finding a sparse solution x to the following
logistic regression problem

min
x∈Rn

L(x) ≜
m∑︂
i=1

log
(︁
1 + exp(−yi⟨ai, x⟩)

)︁
⏞ ⏟⏟ ⏞

≜f(x)

+β∥x∥1, (3.62)

where, in view of (3.1), g(x) ≜ β∥x∥1, β ∈ R>0, and ai ∈ Rn, yi ∈ {−1, 1}
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Figure 19: Behaviour of Prox-N-SCORE and Prox-GGN-SCORE for differ-
ent fixed values of αk in problem (3.62).

form the data. We perform experiments on both randomly generated data
and real datasets summarized in Table 3. For the synthetic data, we set
β = 0.2, while for the real datasets, we set β = 1. We fix µ = 1 in both
Algorithms 2 and 3, and set αk = 1/L for the proximal gradient algorithm,
where L is estimated as L = λmax(A

⊤A), the columns of A ∈ Rn×m are
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Figure 20: Test case for overparameterization (top) versus non-
overparameterization (bottom) in problem (3.62).

the vectors ai and λmax denotes the largest eigenvalue. For the sake of
fairness, we provide this value of L to each of PANOC, ZeroFPR, and
fast proximal gradient algorithms for computing their step-lengths in our
comparison.

The results are shown in Figure 19, Figure 20 and Figure 21. In Fig-
ure 20, we observe that Prox-GGN-SCORE reduces most of computational
burden of the Newton-type method when m + ny < n and makes the
method competitive with the first-order methods considered. However,
as shown in both Figure 19 and Figure 20, Prox-GGN-SCORE is no longer
preferred when n < m+ ny and, by our experiments, the algorithm can
run into computational issues when n ≪ m. In this case (particularly
for all of the real datasets that we use in this example), Prox-N-SCORE
would be preferred and, as shown in the performance profile of Figure 21,
outperforms other tested algorithms in most cases, especially with α = 1.
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Figure 21: Performance profile (CPU time) for the sparse logistic regression
problem (3.62) using the LIBSVM datasets summarized in Table 3. Here,
τ denotes the performance ratio (CPU times in seconds) averaged over
20 independent runs with different random initializations, and ρ(τ) is the
corresponding frequency.

3.6.2 Sparse group lasso

In this example, we consider the sparse group lasso problem:

min
x∈Rn

L(x) ≜ 1

2
∥Ax− y∥2⏞ ⏟⏟ ⏞

≜f(x)

+β∥x∥1 + βG
∑︂
j∈G

ωj

⃦⃦
xj
⃦⃦

⏞ ⏟⏟ ⏞
≜g(x)

, (3.63)

as described in Section 3.4. We use the common example used in the
literature [235, 227], which is based on the model y = Ax∗ + 0.01ϵ ∈
Rm×1, ϵ ∼ N (0, 1). The entries of the data matrix A ∈ Rm×n are drawn
from the normal distribution with pairwise correlation corr(Ai, Aj) =

0.5|i−j|, ∀(i, j) ∈ [n]2. We generate datasets for different values of m and
n with n satisfying (n mod ng) = 0. In this problem, we want to further
highlight the faster computational time achieved by the approximation in
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Table 3: Summary of the real datasets used for sparse logistic regression.

Data m n Density

mushrooms 8124 112 0.19

phishing 11055 68 0.44

w1a 2477 300 0.04

w2a 3470 300 0.04

w3a 4912 300 0.04

w4a 7366 300 0.04

w5a 9888 300 0.04

w8a 49749 300 0.04

a1a 1605 123 0.11

a2a 2265 123 0.11

a3a 3185 123 0.11

a4a 4781 123 0.11

a5a 6414 123 0.11

Prox-GGN-SCORE, so we consider only overparameterized models (i.e.,
with m+ ny ≤ n).

In this problem, the matrix C in the reformulation (3.36) is a diago-
nal matrix with row indices given by all pairs (i, j) ∈ {(i, j)|i ∈ j, i ∈
{1, . . . , ng}}, and column indices given by k ∈ {1, . . . , ng}. That is,

C(i,j),k =

{︄
βGωj if i = k,

0 otherwise.

We construct x∗ in a similar way as [159]: We fix ng = 100 and break
n randomly into groups of equal sizes with 0.1 percent of the groups
selected to be active. The entries of the subvectors in the nonactive groups
are set to zero, while for the active groups, ⌈ n

ng
⌉ × 0.1 of the subvector

entries are drawn randomly and set to sign(ξ) × U where ξ and U are
uniformly distributed in [0.5, 10] and [−1, 1], respectively; the remaining
entries are set to zero. For the sake of fair comparison, each data and the
associated initial vector x0 are generated in Julia, and exported for the
BCD implementation in Python and also for the SSNAL implementation
in MATLAB. For Prox-GGN-SCORE, Prox-Grad and BCD, we set β =
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Figure 22: Mean squared error (MSE) between the estimates xk and the true
coefficient x∗ for Prox-GGN-SCORE, SSNAL, Prox-Grad and BCD on the
sparse group lasso problem (3.63).

τ1γ∥AT y∥∞, βG = (10− τ1)γ∥AT y∥∞ with τ1 = 0.9 and γ ∈ {10−7, 10−8}.
SSNAL can be made to return a solution estimate that has number of
nonzero entries close to that of the true solution with a carefully tuned β
and simply setting βG = β (cf., [250, Table 1]). We set β = τ1γ∥AT y∥∞ and
βG = ∥AT y∥∞ with γ = 10−5 and τ1 ∈ {4, 5, 10, 12} for SSNAL. For each
group j, the parameter ωj is set to the standard value√nj [98, 217], where
nj = card(j). For fairness, the estimate αk = 1/L with L = λmax(A

⊤A) is
used in the proximal gradient and SSNAL algorithms.

The smoothing parameter µ is set to 1.2 for the problem with m = 500,
n = 2000, 2.0 for the problem with m = 1000, n = 12000, and to 1.6 for
the remaining problems. In principle, µ is a hyperparameter that has to
be chosen to scale with the size of the optimization vector x. Any µ > 0 is
suitable, but larger values of n may require to set µ ≥ 1. This is intuitive
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in the sense that a rather small µ when n is large results into a “weak”
smoothing, and in the algorithmic scope, we only require that g and gs do
not conflict, which holds by construction for any µ > 0.

The simulation results are shown in Table 4 and Figure 22. As
shown, Prox-GGN-SCORE solves the problem faster than SSNAL,
Prox-Grad and BCD algorithms in most cases with the correct number
of nonzero entries in its solution estimates. In the problems considered,
Prox-GGN-SCORE benefits a lot from overparameterization which would
have potentially posed a serious computational issue for a typical second-
order method. This makes the algorithm competitive with first-order
methods and other Newton-type methods in large-scale problems.

3.6.3 Sparse deconvolution

In this example, we consider the problem of estimating the unknown
sparse input x to a linear system, given a noisy output signal and the
system response. That is,

min
x∈Rn

L(x) ≜ 1

2
∥Ax− y∥2⏞ ⏟⏟ ⏞

≜f(x)

+β∥x∥p, (3.64)

where A ∈ Rn×n and y ∈ Rn×1 are given data about the system which we
randomly generate according to [214, Example F]. We solve with both ℓ1
(p = 1) and ℓ2 (p = 2) regularizers, and set β = 10−3. We set µ = 5× 10−2

in the smooth approximation gs of g. We estimate L = λmax(A
⊤A) and

set αk = 1/L in the proximal gradient algorithm. Again, for fairness, we
provide this value of L to each of PANOC, ZeroFPR, and fast proximal
gradient procedures in our comparison. The results of the simulations
are displayed in Figure 23 and Figure 24. While Prox-GGN-SCORE and
Prox-N-SCORE sometimes have more running time in this problem, they
provide better solution quality with smaller reconstruction error than
the other tested algorithms, which we find appealing for such signal
reconstruction problems.
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Figure 23: Sparse deconvolution via ℓ1-regularized least squares (3.64) using
different solvers with n = 1024.
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Figure 24: Sparse deconvolution via ℓ2-regularized least squares (3.64) using
different solvers with n = 1024.
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Appendix for Chapter 3

3.A Local behaviours of Algorithms 2 and 3

In this section, we discuss the local properties of Algorithms 2 and 3.
When nicely behaved, the local properties of the algorithms can be used
to establish local convergence. For example, if we fix αk = 1 (or larger),
and since dν < 1 (noting also that ων is a strictly increasing function), we
get a (near) quadratic local convergence. Therefore, for an appropriate
choice of some parameters of the algorithms, these properties provide
very important information about the local behaviour of the algorithms.
But we leave this discussion open. In the following, we take the local
norm∥·∥x (and its dual) with respect to gs, and the standard Euclidean
norm∥·∥with respect to the (local) Euclidean ball Br0(·) ⊂ Er(·).
Theorem 4. Suppose that P.1–P.4 hold, and let x∗ be an optimal solution of
(3.2). Let {xk} be the sequence of iterates generated by Algorithm 2 and define
λk ≜ 1+Mgων(−dν(x∗, xk))∥xk − x∗∥xk

, where ων is defined by (3.47). Then
starting from a point x0 ∈ Er(x∗), if dν(x∗, xk) < 1 with dν defined by (3.44),
the sequence {xk} satisfies

∥xk+1 − x∗∥x∗ ≤ ϑk∥xk − x∗∥+Rk∥xk − x∗∥x∗ +
Lf

2
√
ρ2
∥xk − x∗∥2 ,

(3.65)

where ϑk ≜ (L1 + L2)(λk − αk)/(λk
√
ρ), αk ∈ (0, 1], Rk ≜

Rν(dν(x
∗, xk))dν(x∗, xk) with Rν defined by (3.50).

Proof. The iterative process of Algorithm 2 is given by

xk+1 = prox
Hg

k
αkg(xk − ᾱk∇2 q(xk)

−1∇ q(xk)).
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In terms of Ex̄ and ξx̄(Qk, ·) with Qk ≡ Hg
k , and using the definition of q,

we have

∥xk+1 − x∗∥x∗

=

⃦⃦⃦⃦
prox

Hg∗
k

αkg (Ex∗(xk) + ξx∗(Qk, xk+1))− prox
Hg∗

k
αkg (Ex∗(x∗))

⃦⃦⃦⃦
x∗

(3.5)
≤
⃦⃦
Ex∗(xk)− Ex∗(x∗) + ξx∗(Qk, xk+1)

⃦⃦∗
x∗

=
⃦⃦
H∗xk − ᾱk∇ q(xk)−H∗x∗ + ᾱkq(x

∗)
⃦⃦∗
x∗

=
⃦⃦
∇ q(x∗)−∇ q(xk) + (1− ᾱk)(∇ q(xk)−∇ q(x∗)) +H∗(xk − x∗)

⃦⃦∗
x∗

≤
⃦⃦
∇ q(xk)−∇ q(x∗)−H∗(xk − x∗)

⃦⃦∗
x∗ + (1− ᾱk)

⃦⃦
∇ q(xk)−∇ q(x∗)

⃦⃦∗
x∗

≤
⃦⃦⃦
∇ f(xk)−∇ f(x∗)−Hf∗

k (xk − x∗)
⃦⃦⃦∗
x∗

+
⃦⃦⃦
∇ gs(xk)−∇ gs(x∗)−Hg∗

k (xk − x∗)
⃦⃦⃦∗
x∗

+ (1− ᾱk)
(︂
∇ f(xk)−∇ f(x∗)

⃦⃦∗
x∗ +

⃦⃦
∇ gs(xk)−∇ gs(x∗)

⃦⃦∗
x∗

)︂
.

(3.66)

To estimate ∥∇ f(xk)−∇ f(x∗)−Hf∗

k (xk−x∗)∥∗x∗ , we note that for v ∈ Rn,

∥v∥∗x∗ ≡ ∥Hg∗− 1
2

k v∥ since we take the dual norm with respect to gs. Now,
using P.2, we get that the matrix Hg∗

k is positive definite and

∥Hg∗− 1
2

k ∥ ≤ 1√
ρ2
. (3.67)

Consequently, we have⃦⃦⃦
∇ f(xk)−∇ f(x∗)−Hf∗

k (xk − x∗)
⃦⃦⃦∗
x∗

=

⃦⃦⃦⃦
Hg∗− 1

2

k

(︂
∇ f(xk)−∇ f(x∗)−Hf∗

k (xk − x∗)
)︂⃦⃦⃦⃦

≤ ∥Hg∗− 1
2

k ∥
⃦⃦⃦
∇ f(xk)−∇ f(x∗)−Hf∗

k (xk − x∗)
⃦⃦⃦

Lemma 10
≤ Lf∥xk − x∗∥2

2
√
ρ2

.

To estimate ∥∇ gs(xk) − ∇ gs(x∗) − Hg∗

k (xk − x∗)∥∗x∗ , we can apply
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Lemma 11 as in the proof of [223, Theorem 5], and get⃦⃦⃦
∇ gs(xk)−∇ gs(x∗)−Hg∗

k (xk − x∗)
⃦⃦⃦∗
x∗
≤

Rν(dν(x
∗, xk))dν(x

∗, xk)∥xk − x∗∥x∗ .

Following [223, p. 195], we can derive the following inequality in a
neighbourhood of the sublevel set of Ls in (3.2) using Lemma 9 and the
convexity of gs:

∥∇ gs(xk)∥∗xk
≥ ων(−dν(x∗, xk))∥xk − x∗∥xk

. (3.68)

In this regard, (3.28) gives

1− ᾱk ≤
λk − αk

λk
. (3.69)

Next, by P.2, we deduce⃦⃦
∇ gs(xk)−∇ gs(x∗)

⃦⃦
≤ L2∥xk − x∗∥ ,

and ⃦⃦
∇ f(xk)−∇ f(x∗)

⃦⃦
≤ L1∥xk − x∗∥ .

Then, using (3.67), we get

⃦⃦
∇ gs(xk)−∇ gs(x∗)

⃦⃦∗
x∗ =

⃦⃦⃦⃦
Hg∗− 1

2

k

(︁
∇ gs(xk)−∇ gs(x∗)

)︁⃦⃦⃦⃦
≤ L2√

ρ2
∥xk − x∗∥ .

Similarly, ⃦⃦
∇ f(xk)−∇ f(x∗)

⃦⃦∗
x∗ ≤

L1√
ρ2
∥xk − x∗∥ .

Finally, putting the above estimates into (3.66), we obtain (3.65). ■

To prove a related property for Algorithm 3, we need an additional
assumption about the behaviour of the Jacobian matrix Jk near x∗. As
before, Jk denotes the Jacobian matrix evaluated at xk; likewise, Vk and
uk. At x∗, we respectively write J∗, V ∗ and u∗. We assume the following:
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G.1 ∥Jkv∥ ≥ β1∥v∥, β1 > 0, for all xk near x∗, and for any v ∈ Rn.

For f defined by (3.31), condition G.1 implies that the singular values
of Jk are uniformly bounded away from zero, at least locally. Let the
unaugmented version of the residual vector uk be denoted ũk at xk, that
is,

ũk ≜ [l′ŷ1
(y1, ŷ1;xk), . . . , l

′
ŷm

(ym, ŷm;xk)]
⊤ ∈ Rm.

Define the following matrix:

WT
k ≜

⎡⎢⎢⎢⎢⎣
ŷ′′1(x

(1)) ŷ′′2(x
(1)) · · · ŷ′′m(x(1))

ŷ′′1(x
(2)) ŷ′′2(x

(2)) · · · ŷ′′m(x(2))
...

...
...

ŷ′′1(x
(n)) ŷ′′2(x

(n)) · · · ŷ′′m(x(n))

⎤⎥⎥⎥⎥⎦ ∈ Rn×m. (3.70)

We note that the “full” Hessian matrix Hk can be expressed as

Hk ≡ J⊤
k VkJk + (1⊗ (W⊤

k ũk))
⊤ +Hg

k , (3.71)

where 1 ∈ Rn×1 is the n × 1 matrix of ones and ⊗ denotes the outer
product. By P.1, P.2 and the Lipschitz continuity of gs around x∗ in
Proposition 2(iii), we have: for r small enough, there exists a constant
β2 > 0 such that∥ũk∥ ≤ β2 near x∗. Furthermore by our assumptions (see,
e.g., [169, Theorem 10.1]), we deduce that there exists β3 > 0 such that
∥Wk∥ ≤ β3 near x∗.

The next result follows. Note that for Algorithm 3, we consider the
case where f in problem (3.2) may, in general, be expressed in the form
(3.31).

Theorem 5. Suppose that P.1–P.4 hold, and let x∗ be an optimal solution of
(3.2) where f is defined by (3.31). Additionally, let G.1 hold for the Jacobian
matrix Jk defined by (3.32). Let {xk} be the sequence of iterates generated by
Algorithm 3, and define λk ≜ 1 +Mgων(−dν(x∗, xk))∥xk − x∗∥xk

, where ων

is defined by (3.47). Then starting from a point x0 ∈ Er(x∗), if dν(x∗, xk) < 1
with dν defined by (3.44), the sequence {xk} satisfies

∥xk+1 − x∗∥x∗ ≤ ϑk∥xk − x∗∥+Rk∥xk − x∗∥x∗ +
Lf

2
√
ρ2
∥xk − x∗∥2 ,

(3.72)
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where Rk is as defined in Theorem 4, ϑk ≜ (λk(L1 + L2)(λk − αk) + β̃)/
√
ρ2,

αk ∈ (0, 1], and β̃ ≜ β2β3 > 0.

Proof. Let Ĥk ≜ J⊤
k VkJk + Hg

k , and consider the iterative process of
Algorithm 3 given by

xk+1 = prox
Hg

k
αkg(xk − ᾱkĤ

−1

k J⊤
k uk).

We first note that J⊤
k uk is a compact way of writing∇ f(xk) +∇ gs(xk) ≜

∇ q(xk), where f is given by (3.31). Following the proof of Theorem 4, we
have

∥xk+1 − x∗∥x∗

=

⃦⃦⃦⃦
prox

Hg∗
k

αkg (Ex∗(xk) + ξx∗(Qk, xk+1))− prox
Hg∗

k
αkg (Ex∗(x∗))

⃦⃦⃦⃦
x∗

≤
⃦⃦⃦
∇ q(xk)−∇ q(x∗)− Ĥ

∗
k(xk − x∗)

⃦⃦⃦∗
x∗

+ (1− ᾱk)
⃦⃦
∇ q(xk)−∇ q(x∗)

⃦⃦∗
x∗ . (3.73)

Let W ∗ and ũ∗ respectively denote expressions for Wk and ũ evaluated at
x∗. Substituting (3.71) into (3.73) and using (3.67) in the estimate⃦⃦⃦

(1⊗ (W ∗⊤
ũk))

⊤(xk − x∗)
⃦⃦⃦∗
x∗
≤
⃦⃦⃦⃦
Hg∗− 1

2

k (1⊗ (W ∗⊤
ũ∗))⊤

⃦⃦⃦⃦
∥xk − x∗∥ ,

where Wk is defined by (3.70), we get

∥xk+1 − x∗∥x∗ ≤
⃦⃦
∇ q(xk)−∇ q(x∗)−H∗(xk − x∗)

⃦⃦∗
x∗

+
⃦⃦⃦
(1⊗ (W ∗⊤

ũ∗))⊤(xk − x∗)
⃦⃦⃦∗
x∗

+ (1− ᾱk)
⃦⃦
∇ q(xk)−∇ q(x∗)

⃦⃦∗
x∗

≤
⃦⃦⃦
∇ f(xk)−∇ f(x∗)−Hf∗

k (xk − x∗)
⃦⃦⃦∗
x∗

+
⃦⃦⃦
∇ gs(xk)−∇ gs(x∗)−Hg∗

k (xk − x∗)
⃦⃦⃦∗
x∗

+ (1− ᾱk)
(︂
∇ f(xk)−∇ f(x∗)

⃦⃦∗
x∗ +

⃦⃦
∇ gs(xk)−∇ gs(x∗)

⃦⃦∗
x∗

)︂
+
β̃∥xk − x∗∥√

ρ2
, (3.74)

where β̃ = β2β3. Now, using the estimates derived in the proof of Theo-
rem 4 in (3.74) above, we obtain (3.72). ■
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Part III

Theoretical guarantees and
practical frameworks for

solving supervised learning
and control problems in
neural networks using
quasi-Newton methods
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Chapter 4

Regularized Gauss-Newton
for optimizing
overparameterized neural
networks

4.1 Introduction

Despite their superior convergence rates compared to first-order methods,
(approximate) second-order methods are still rarely used — and as such,
underexplored — for training large-scale machine learning and neural
network (NN) models. This is due to their highly prohibitive compu-
tations and memory footprints at each iteration. Some past and recent
works have, however, made efforts to reduce this overhead by proposing
different approximations to the Hessian of the loss function, which the
methods ultimately exploit to achieve their impressive convergence prop-
erties (see e.g., Roux, Manzagol, and Bengio [199], Martens et al. [147],
Vinyals and Povey [234], Martens and Grosse [149], Botev, Ritter, and
Barber [45], Arbel et al. [14], Ren and Goldfarb [191], Cai et al. [57], Yao
et al. [244], and Adeoye and Bemporad [4]).

One of the most appealing approximations to the Hessian matrix
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within the context of practical deep learning and nonlinear optimization
in general is the generalized Gauss-Newton (GGN) approximation of
Schraudolph [212], which uses a positive semi-definite (PSD) matrix to
model the curvature about an arbitrary convex loss function. In fact, the
Fisher information matrix (FIM) — a curvature approximating matrix
which certain approximate second-order methods seek to estimate — is
shown to have direct connections with the GGN matrix in many practical
cases [149, 177]. In addition to the desirable property of maintaining
positive-definiteness throughout the training procedure, other nice prop-
erties of the GGN matrix, in comparison with the Hessian matrix, are
discussed in Martens [148, Section 8.1]; see also Chen [68] for discussions
in the context of nonlinear least-squares estimation and Bemporad [34]
for efficient training of (deep) recurrent neural networks with a GGN
approach.

Towards understanding the theoretical working of deep neural net-
works, a line of work [75, 137, 84, 83, 10, 253, 121, 16, 73, 242] attributes
their optimization and generalization success in many applications to
their immense overparameterization, that is, the property of having way
more parameters than the number of data points they are being trained on.
These generalization properties of the NN are known to have connections
with the implicit regularization of the overparameterized NN by the gra-
dient descent (GD) method [248, 138, 105, 122, 9, 72, 140, 225, 39]. For the
(generalized) Gauss-Newton and its related FIM (or natural gradient), some
recent works [57, 249, 124, 126, 100, 13] have shown similar approximation
properties and global convergence in the overparameterized regime, also
mostly attributing generalization to the implicit regularization effect of
the Gauss-Newton via the NTK [57, 249, 124, 126, 100] and the mean-field
[13].

In many of the works showing the implicit regularization effect of
gradient-based optimizers, it is suggested that explicit regularizers are not
needed at all in order to see the impressive generalization results. How-
ever, recent works, such as Wei et al. [238], Raj and Bach [190], and Orvieto
et al. [171], argue that explicit regularization of the network indeed matters
and should at least be given as much attention, both from a generalization
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and an optimization point of view. In particular, Wei et al. [238] proved
an approximation bound (in number of samples), via the lens of margin
theory, for an infinite-width one-hidden-layer NN weakly-regularized by the
ℓ2-norm, which significantly improves upon other results that rely on the
NTK and/or implicit regularization formalism. In addition, they proved
a global polynomial convergence rate for the noisy gradient descent, an
improvement over related works that similarly study NN optimization in
the infinite-width limit. In Cai et al. [57], the interpretation of the GGN
updates as an explicit solution of the NTK regression is used to prove
a global linear convergence in the mini-batch setting. Apart from the
explicit addition of a regularization term to the objective function, explicit
regularization is also induced in other forms [109, 243, 218, 201, 190, 171].

In this chapter, we study the optimization of a two-layer NN by the
GGN method, and by drawing inspiration from their performance in
convex optimization, we consider explicit self-concordant regularization
of the GGN. To the best of our knowledge, our convergence result is the
first in this kind of setting: optimization of an explicitly regularized NN
by the GGN method in the overparameterized regime. The structure of
the class of regularization functions considered not only helps to control
the local rate of change of their second derivatives [173], but can also be
used in the selection of adaptive learning rates. Given bounded GGN
matrices and a Lipschitz smooth hidden-layer activation, we provide a
non-asymptotic guarantee for the last-iterate convergence of neural net-
work predictions to a target function. We also discuss global convergence
of the GGN despite the explicit regularization. Unlike Wei et al. [238],
we do not assume an arbitrarily weak regularization under our setting;
instead the smoothing framework covered by our study allows to choose
a regularization strength which may depend only on the initialization of
the NN, and is characterized by a smoothing parameter. However, for a
proper choice of the regularization strength, the final trained NN model
can be made to be reasonably small and “simple” in spite of the overpa-
rameterization, and we can have a tradeoff between test error and training
error. Numerical simulations show how generalization and stability of
the optimized neural network are established, and how they relate with
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the structural properties of the class of regularizers.

4.1.1 Notation and preliminaries

We reuse notations from Chapter 3. For ease of reference, we recall the
ones relevant to this chapter. The standard Euclidean norm is denoted
by ∥·∥ or ∥·∥2 and the 1-norm by ∥·∥1. We denote the standard inner
product between two vectors by ⟨·, ·⟩, i.e., ⟨x, y⟩ ≜ x⊤y for x, y ∈ Rp.
For a positive integer m, we define [m] ≜ {1, 2, . . . ,m}. We let R≥0

and R>0 denote the set of nonnegative and positive real numbers, re-
spectively. For an extended real-valued function g : Rp → R ∪ {+∞},
we denote by dom g ≜ {x ∈ Rp | g(x) < +∞} the (effective) domain of
g. Γ0(X ) denotes the set of proper convex lower-semicontinuous (lsc)
functions from X ⊆ Rp to R ∪ {+∞}. We denote by Ck(Rp), the class
of k-times continuously-differentiable functions on Rp, k ∈ R≥0. For
g ∈ C3(dom g), we let g′(t), g′′(t) and g′′′(t) denote the first, second, and
third derivatives of g, at t ∈ R, respectively. The gradient, Hessian, and
third-order derivative tensor of g at x ∈ Rp are respectively written as
∇x g(x), ∇2

x g(x), and ∇3
x g(x). We omit the subscripts if the variables

with respect to which the derivatives are taken are clear from the con-
text. For a symmetric matrix H ∈ Rp×p, we write H ≻ 0 (resp. H ⪰ 0)
to say H is positive definite (resp., positive semidefinite). We let λ1(H)

denote the maximum eigenvalue of a matrix H ∈ Rp×p, and λp(H) its
minimum eigenvalue; tr(H) denotes the trace of H . The scalars σmax(A)

and σmin(A) respectively denote the maximum and minimum singular
values of an m × p matrix A. Given that ∇2 g(x) ≻ 0, the local norm
∥·∥x with respect to g at x is the weighted norm induced by ∇2 g(x), i.e.,
∥d∥x ≜

⟨︁
∇2 g(x)d, d

⟩︁1/2. The dual norm is ∥v∥∗x ≜
⟨︁
∇2 g(x)−1v, v

⟩︁1/2.

We also define the notations∥x∥H ≜ ⟨Hx, x⟩ 12 ,∥x∥∗H ≜
⟨︁
H−1x, x

⟩︁ 1
2 , for

H ≻ 0, x ∈ Rp. An Euclidean ball of radius r centered at x̄ is denoted by
Br(x̄) ≜ {x ∈ Rp | ∥x− x̄∥ ≤ r}. The (Dikin) ellipsoid of radius r centered
at x̄ is defined by Er(x̄) ≜ {x ∈ Rp | ∥x− x̄∥H < r}, for H ≻ 0. We define
set convergence in the sense of Painlevé-Kuratowski [196, Chapter 4].
Given {gt}k∈R≥0

with gt : Rp → R ∪ {−∞,+∞}, e– lim gt = g denotes
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the epigraphic convergence (epi-convergence) of {gt}k∈R≥0
to a function

g : Rp → R ∪ {−∞,+∞}.

4.2 Learning neural networks with GGN

Given the sequence of data points S ≜ {(xi, yi)}i∈[m] with xi ∈ Rn0 , yi ∈
RnL , an L-layer fully-connected feedforward NN is defined as follows.
Starting with an input z0 ∈ Rn0×m, and for l = 1, . . . , L,

al =W (l)zl−1 + b(l), zl = ϱl(al), (4.1)

where W (l) ∈ Rnl×nl−1 and b(l) ∈ Rnl are the l-th layer weights and
biases of the network, respectively; each ϱl : R → R is an element-wise
activation function. Let Φ(·; θ) ≜ zL be the output of the NN, where θ =
[θ1, θ2, . . . , θL]

⊤ ∈ Rp with θl ≜ vec([W (l) b(l)]), the stacked vectorization
of W (l) and b(l). In the supervised learning task, we look for the parameter
vector θ minimizing the regularized empirical risk

min
θ∈Rp

L(θ) ≜ R̂s(Φ) + g(θ), (4.2)

where R̂s(Φ) ≜ 1
m

m∑︁
i=1

ℓ(Φ(xi; θ), yi) is the empirical risk associated with

the NN learning task, ℓ : RnL×RnL → R is a loss function, and g : Rp → R
is a regularization function. We denote by Φ∗ an output function that best
interpolates the data set S.

Let n1 ≡ n (number of hidden neurons), W (1) ≡ u =

[u1, u2, . . . , un]
⊤ ∈ Rn×n0 and W (2) ≡ v = [v1, v2, . . . , vn] ∈ Rn. With-

out loss of generality, we consider a biasless one-hidden layer NN:

Rn0 ∋ x ↦→ Φ(x; θ) ≜ κ(n)

n∑︂
i=1

viϱ(uix), (4.3)

where κ(n) is some scaling that depends on n, e.g., κ(n) = 1/
√
n as in Du

et al. [84]. We remark that for an (L− 1)-hidden layer NN written in the
biasless form, the bias vectors can always be recovered by redefining

x←
[︃
x
1

]︃
, θl ← vec

⎛⎝[︄W (l) b(l)

0 1

]︄⎞⎠ ,
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for l ∈ [L− 1], and θL ← vec([W (L) b(L)]). We assume the following about
the activation function ϱ, which is satisfied by most activation functions
but piecewise linear ones.

A.1 The activation function ϱ is twice differentiable, Lipschitz, and
smooth.

Below, we briefly describe the NTK regression and its connection with
GGN for overparameterized networks by first considering the case g = 0

in (4.2).

The NTK and gradient descent. In the infinite-width limit, there is
an established [121] relation between the steps obtained via a gradient-
based method for NNs and the so-called kernel gradient descent in func-
tion space. In particular, it is shown that, as n → ∞, ∀i, j ∈ [m],
⟨∇θΦ(xi, θ0),∇θΦ(xj , θ0)⟩ converges to some positive definite determin-
istic kernel k(xi, xj) = k(xi, xj)

⊤ ∈ RnL×nL (the limiting NTK), and
remains unchanged during training. Consider the case g = 0 in (4.2).
In the infinite-width limit, the gradient descent for solving the resulting
problem reduces to the kernel gradient descent:

Φt+1 = Φt − αtGt∇Φt
R̂s(Φt), (4.4)

where Φt ≜ (Φ(xi; θt))i∈[m] ∈ Rm denotes the network outputs on xi’s at
iteration t, αt ∈ R>0 is a step-size (or learning rate), and Gt is an m ×m
matrix whose (i, j)-th entry is given by ⟨∇θΦ(xi, θt),∇θΦ(xj , θt)⟩; see,
e.g., Arora et al. [17, Lemma 3.1] which considers the continuous-time
evaluation of Φt, t ∈ R≥0.

GGN and the NTK regression. An important feature of GGN for
infinite-width NNs is its direct relation with the NTK regression so-
lution in the overparameterized regime. We introduce the notations
Qt ≡ ∇2

Φt
R̂s(Φt), et ≡ ∇ΦtR̂s(Φt), and consider again the case g = 0

in problem (4.2). The GGN for the resulting problem is given by the
following iterative process:

θt+1 = θt − αt(J
⊤
t QtJt)

−1J⊤
t et, (4.5)
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where Jt = (∇θΦ(x1, θt), . . . ,∇θΦ(xm, θt))
⊤ ∈ Rm×p is the Jacobian ma-

trix (of features) at iteration t. For overparameterized networks, if ℓ is the
squared loss, Qt becomes the identity matrix and we can conveniently
rewrite the GGN updates with respect to the NTK matrix Gt as

θt+1 = θt − αtJ
⊤
t G

−1
t et. (4.6)

Note that the GGN in (5.44) (and (4.6)) corresponds to taking the zero
damping limit (τ → 0 in Remark 9 below) for FIM, where it is natural to
use the Moore-Penrose inverse due to the rank-deficiency of the matrices
in the overparameterized regime [124]. On the other hand, corresponding
to (4.4), the updates to the parameters θ via θt can be obtained by solving
the regression problem (cf. [57])

θt+1 = argmin
θ

1

2

⃦⃦⃦
⟨Jt, θ − θt⟩+∇ΦtR̂s(Φt)

⃦⃦⃦2
, (4.7)

which results from the linearization of Φ around θt. The Hessian (with
respect to θ) of the resulting empirical risk by replacing Φ by this lineariza-
tion, gives the GGN approximation (see, e.g., Martens and Sutskever
[150]). For an overparameterized NN, when θt is close θ0, the lineariza-
tion (resp., the GGN) provides a good approximation to Φ (resp., the
actual Hessian). In terms of kernel “ridgeless” regression solution to
problems of the form (4.2) (with g = 0) and ℓ taken as the squared loss, the
updates in (4.6) converge to a minimum-norm interpolating solution in the
so-called Reproducing Kernel Hilbert Space (RKHS) [141, 156]. Hence, the
GGN, in this case, provides a closed-form solution to the NTK regression,
which efficiently replaces gradient descent in the NTK formalism.

4.2.1 Regularized GGN for overparameterized neural net-
works

If g ̸= 0, the relation between gradient descent and NTK will probably
break [238]. Apart from the NTK parameterization, a commonly studied
parameterization in the context of overparameterized NNs is the random
feature (RF) model [189, 20] which, due to its close connection with a
one-hidden layer NN, often provides a prototype for studying realistic
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NNs. Whether the NTK or the RF parameterization is used, one of the key
properties we desire about the dynamics of the optimizer is stability which,
when established, can help to still benefit a lot from overparameterization
in the optimization scope. In essence, we seek properties of g which
not only help to improve generalization of the trained model, but which
also introduces stability in the optimizer’s dynamics. To this end, it is
important to recall the definition of generalized self-concordant (GSC)
functions on Rp from Sun and Tran-Dinh [223] (see Definition 5).

We now make the following assumption about g.

G.1 The regularization function g is convex and (Mg, ν)-GSC.

The class of regularization functions satisfying condition G.1 includes
the self-concordant smoothing functions for commonly used regularizers
such as the ℓ1- and ℓ2-norms (see Definition 6). The resulting smooth
approximation has the key property that it epi-converges to the original reg-
ularizer, providing useful features that can be exploited on the epigraph
of g for optimization.

For the regularized problem (4.2) (with g satisfying G.1), the corre-
sponding GGN update is obtained by augmenting the terms Qt, et and
Jt, respectively by 0, 1 and∇g(θt) in the appropriate dimensions [4]. Let
us denote these augmented counterparts by Q̂t, êt and Ĵ t. We then write
for the GGN

θt+1 = θt − αt(Ĵ
⊤
t Q̂tĴ t +Ht)

−1Ĵ
⊤
t êt, (4.8)

or in its convenient form for overparameterized models as [4]

θt+1 = θt − αtH
−1
t Ĵ

⊤
t (I + Q̂tĴ tH

−1
t Ĵ

⊤
t )

−1êt, (4.9)

where Ht ≡ ∇2 g(θt). Relative to the minimal assumptions required
to control the dynamics of the network outputs for the unregularized
case, e.g., positive definiteness of Gt (for overparameterized NNs with
a specific random initialization), we need the following standard regu-
larity assumptions on R̂s, Q̂t and êt (see Appendix 4.B for details on the
regularity terms):
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R.1 R̂s is γR-strongly convex, and has upper-bounded gradients and
Hessian; g, Q̂t and êt are locally bounded.

An important consequence of condition A.1 is that, in addition to g admit-
ting a Lipschitz continuous gradient (see Lemma 2 in Appendix 4.A.2), we
get that Jt is (locally) Lipschitz continuous (see Appendix 4.A.1). Then,
together with R.1 and the stability of Ht, we can control the key terms

H−1
t Ĵ

⊤
t (I + Q̂tĴ tH

−1
t Ĵ

⊤
t )

−1 and êt appearing in (4.9).

In the same spirit as (4.4), which results from infinite overparameteri-
zation, the NN trained according (4.9) evolves in discrete-time as

Φt+1 = Φt − αtĜtêt, (4.10)

where Ĝt ≜ JtH
−1
t Ĵ

⊤
t (I + Q̂tĴ tH

−1
t Ĵ

⊤
t )

−1 ∈ Rm×(m+1). Empirically, the
behaviour of the NN in (4.10) can be simulated with the hidden learning
phenomenon which GGN exhibits for small step-sizes [13]. One major
observation about the behaviour of the dynamics of Gt in (4.4) in the
overparameterized setting is its stability throughout the training process,
which characterizes the optimizer’s global optimality [83]. In the analysis
of gradient descent, most stability and convergence results in the literature
heavily rely on the (strictly positive) minimum eigenvalue of Gt. These
kinds of results are not immediate with Ĝt or, in general, with explicit
regularization. However, the self-concordant condition on g ensures
that its Hessian is at least locally stable1, and hence for an appropriate
parameterization of the NN, we can ensure the stability of the dynamics of
Ĝt. In addition to these, also noteworthy is an immediate deduction from
the Lipschitzness of ϱ and∇g: the boundedness of the singular values of
Ĵ t away from zero.

1As noted in the introduction, self-concordance helps to control the rate at which the
Hessian of g changes locally, and this property has been recently formalized and studied for
the notion of local and global Hessian stability in convex optimization (see, e.g., Karimireddy,
Stich, and Jaggi [125], Gower et al. [103], and Carmon et al. [61]).
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4.3 Theoretical result

In line with the settings of Section 4.2, we choose the learning rate for
GGN as

αt =
ᾱt

1 +Mgηt
, (4.11)

where 0 < ᾱt ≤ 1 and ηt = ∥∇g(θt)∥∗θt . Without any emphasis on the
particular choice of the target function Φ∗, we assume it is given by any
universally consistent2 algorithm as a minimum requirement. An example,
in the case ℓ(Φ, y) ≜ 1

2 (Φ − y)2 in (4.2), is the regularized least squares
algorithm which, for a kernel prediction function ΦRF ≡ Φ∗ is defined by

Rn0 ∋ x ↦→ ΦRF(x; (u
∞, v∗)) ≜

n∑︂
i=1

v∗i ϱ(u
∞
i x). (4.12)

This yields the estimator v∗ = [v∗1 , v
∗
2 , . . . , v

∗
n] ∈ Rn, the unique minimizer

of the ℓ2-regularized empirical loss 1
2m

∑︁m
i=1(ΦRF(xi; v) − yi)2 + λ

2 ∥v∥
2,

for some λ ∈ R≥0, where the entries of u∞ = [u∞1 , u
∞
2 , . . . , u

∞
n ]⊤ ∈ Rn×n0

remain fixed iid random variables.
We state our main result of this section in Theorem 6 below. The de-

tailed proof is given in Appendix 4.B. We let Φ̃t ∈ Rm+1 denote the vector
obtained by augmenting Φt by 1. This Φ̃t corresponds to augmenting the
rows of Jt in the definition of Ĝt by the vector whose entries are all zeros
except the last entry which has the value ϕ̃t = 1/ϕm+1

t−1 ∈ R, where ϕm+1
t

denotes the last entry of H−1
t Ĵ

⊤
t (I + Q̂tĴ tH

−1
t Ĵ

⊤
t )

−1êt ∈ Rn×1 at a time
t. Let this augmented version of Jt be denoted by J̃ t. Then, we define

G̃t ≜ J̃ tH
−1
t Ĵ

⊤
t (I + Q̂tĴ tH

−1
t Ĵ

⊤
t )

−1 ∈ R(m+1)×(m+1), and

Φ̃t+1 = Φ̃t − αtG̃têt. (4.13)

We also let Φ̃
∗ ∈ Rm+1 denote the vector obtained by augmenting Φ∗

t by
0.

2Informally speaking, a learning algorithm is said to be universally consistent if the error
of its estimate tends to zero as the sample size tends to infinity, for all distributions of the
sample space such that the second moment of the output variable is finite. For a more
precise context, see, e.g., Caponnetto and De Vito [60] and the references therein.
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Theorem 6. Suppose that A.1, G.1 and R.1 hold, and let Φ∗ be a universally
consistent target function that best interpolates the training data set S. Then, for
an initialization θ0 ∈ Rp, the following convergence properties hold:

P.1 ∥ΦT − Φ∗∥2 ≤ ϵ after T ≜
1

ᾱt
log(∥Φ̃0 − Φ̃

∗∥2/ϵ) iterations for any ϵ ∈
(0, 1) and ᾱt ∈ (0, 1), if ∥G̃t∥F = Ω(1).

P.2 L(θt+1) ≤ L(θt)− ξt, for all t ∈ R≥0, where ξt =

O
(︃

β̂
2
1(ων(dν(θt,θt+1))−ων(−dν(θt,θt+1)))

β̂
4
m

)︃
∈ R>0, β̂m ≜ σmin(J),

ων is an increasing univariate function defined by (3.47), and dν(θ̄, θ̃) < 1
is a scaled metric term defined by (3.44).

Remark 9. The asymptotic lower bound ∥G̃t∥F = Ω(1) in P.1 inherently
dictates how well we can control the regularization strength τ ∈ R>0, that is,
when g takes the form g(θ) = τ ḡ(θ). Here, we only require that ḡ is GSC so that

g satisfies G.1. Recall the norm property ∥G̃t∥F ≤
√︂

(m+ 1)λ1(G̃
⊤
t G̃t) for all

t. Then since ηt can become arbitrarily small, and without loss of generality, if 1+

Mgηt ≤ ∥G̃t∥F , one can choose τ to satisfy 1+τMgη0 ≤
√︂
(m+ 1)λ1(G̃

⊤
0 G̃0)

such that P.1 holds. In this setting, we essentially rely on the local stability of G̃t

via overparameterization and the self-concordance of g.

Since the direct relation between GGN and NTK probably breaks with
an explicit regularization, our main proof step in Theorem 6 involves
analyzing a partitioning of the matrix Ĝt. In this way, we determine
what conditions on the separate blocks help to combine certain spectral
properties of G̃t with our regularity conditions and the self-concordance
of g. The second result becomes almost immediate in the optimization
scope under the regularity conditions.

Under the strong convexity assumption on R̂s, the global con-
vergence of GGN can be guaranteed in the case of no regulariza-
tion, for example, by training only the last layer of the NN given
the property of no blow-up of the GGN dynamics [13, Proposition
1, Proposition 3]. Consider the matrix G∞ whose (i, j)-th entry is
given by ⟨∇v Φ(xi; (v, u

∞)),∇v Φ(xj ; (v, u
∞))⟩, where u∞ is as defined

in (4.12). The main observation here is that the function v ↦→ r(v) =

R̂s(Φ(·; (v, u∞))) can be shown to satisfy a certain Polyak-Łojasiewicz (PL)
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inequality, that is [13, Proposition 4] 1
2

⃦⃦
∇v l(v)

⃦⃦2 ≥ γRσ2
∞n

(l(v)−R̂s(Φ
∗)),

where σ∞n
is the minimum singular value of G∞. With a self-concordant

regularization function g, this kind of global property is retained, pro-
vided that g and R̂s do not conflict. Consider, for example, the sublevel
set Sg(θ)(g) ≜

{︁
θ̄ ∈ dom g | g(θ̄) ≤ g(θ)

}︁
of g. Then, following Sun and

Tran-Dinh [223, Theorem 4], we get that Sg(θ)(g) is bounded for ν ∈ [2, 3],
and hence g attains its minimum.

4.4 Simulations

We perform numerical simulations on GGN with self-concordant reg-
ularization (GGN-SCORE) for overparameterized NNs using synthetic
datasets as well as the MNIST dataset. Results of additional simula-
tions on the FashionMNIST and three UCI datasets are reported in Ap-
pendix 4.C.

Simulation setup. We consider the teacher-student setting in which Φ

defined by (4.3) with κ(n) = 1/
√
n is the student NN, while the teacher

NN is the target function Φ∗, a one-hidden layer NN given as

Rn0 ∋ x ↦→ Φ∗(x; θ∗) ≜
n∗∑︂
i=1

v∗i ϱ(u
∗
i x), (4.14)

where θ∗ ≡ (u∗, v∗). In both teacher and student networks, we use the
SiLU activation function [90] ϱ(x) ≜ x/(1 + exp(−x)). In each simulation,
we generate m training data points (xi, yi)i∈[m], where the inputs xi are
uniformly sampled on the unit sphere Sn0−1 ≜ {x | ∥x∥ = 1} and the
corresponding target outputs are given by yi = Φ∗(xi; θ∗). The weights of
the teacher NN are randomly generated as in [73]: they are normalized
random weights satisfying ∥v∗i u∗i ∥ = 1 for i = 1, . . . , n∗. The student
NN is initialized with randomly generated weights from the Gaussian
distribution. In all the simulations, we fix n = 500 and n∗ = 5. The student
NN is trained by minimizing the regularized empirical risk in (4.2) with
the squared loss ℓ (the empirical risk is unregularized for GD), and we
consider regularization of the form g(θ) = τ ḡ(θ), where τ ∈ R>0 and ḡ
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is given by [5, Example 1]: ḡ(θ) = (∥ · ∥1□hµ)(θ) =
∑︁p

i=1

µ2−µ
√

µ2+θ2
i+θ2

i√
µ2+θ2

i

,

hµ(·) ≜ µh(·/µ), h(θ) =∑︁p
i=1((1 +|θi|

2
)1/2 − 1), which gives the (Mg, ν)-

GSC function

g(θ) = τ

p∑︂
i=1

µ2 − µ
√︁
µ2 + θ2i + θ2i√︁
µ2 + θ2i

, (4.15)

with Mg = 2µ−0.7p0.2, ν = 2.6 (see Lemma 2). We choose µ = 1/κ(n) and
τ = 10−4, except for where we consider different values for comparison.
We set ᾱt ≡ ᾱ = 0.95 in (4.11) for GGN and use a learning rate of 1 for
GD. All experiments are performed on a laptop with 16× 2.30GHz Intel
Core i7-11800H CPU and 32GB RAM.
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Figure 25: Performance of GGN-SCORE with g(θ) as in (4.15). Left: Results
for different values of µ, with τ = 10−4. Right: Results for different values of
τ , with µ = 1/

√
n. Results are averaged over 10 independent runs for each

value of µ and τ , resp.; the total computation time is ∼ 21 hours, 2 minutes
on CPU.

4.4.1 Results and discussion

Test loss vs. smoothing parameter. We compare the performance of
GGN-SCORE for different values of the regularization smoothing param-
eter µ evenly spaced in the range [10−3, 10], giving 41 different values
in total. We use a reasonable amount of training samples, 500, which
allows to perform several independent runs for each value of µ consid-
ered. We use a test size of 1000 to measure generalization of the student
NN for each µ. We perform 10 independent runs for each value of µ
considered and took the average value of the results. These are shown in
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Figure 26: Test loss evaluation of the GGN-SCORE-trained NN on MNIST
dataset for different values of the regularization smoothing parameter µ
fixing τ = 10−4 (left) and different values of the regularization strength τ
fixing µ = 1/

√
n (right). The regularization function g(θ) is given by (4.15).

Figure 25. We observe that larger values of µ yields better performance in
the optimization scope and also better generalization. This result is quite
intuitive, since by definition of the regularization function, the size of µ
should scale with the size of the variable θ in order to have an adequate
smooth approximation of the original nonsmooth function. For this rea-
son, it is recommended to choose µ = c/κ(n) for any c > 0 when scaling
with κ(n) = 1/

√
n.

Test loss vs. regularization strength. We study the influence of the regu-
larization strength on the evolution of the test loss within the optimization
loop of GGN-SCORE. We consider different values of τ evenly spaced in
the range [10−8, 1], giving 41 different values in total, and set µ = 1/

√
n.

Here, we also use a training size of 500 and a test size 1000 which allows
to perform several independent runs for each value of τ considered. We
perform 10 independent runs for each value of τ and compute the average
value of the results. These average values are shown in Figure 25. We
observe that smaller values of τ yield smaller training and test errors
for the overparameterized NN. This observation corroborates with the
analysis of [238] for GD. However, contrarily to [238], what we observe
for the GGN-SCORE is not an arbitrarily small regularization strength to
achieve a good generalization performance. In fact, any value of τ slightly
smaller than 10−4 in our experiment gives a similar generalization error
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as the choice τ = 10−6 (and smaller). Figure 25 also displays the average
number of zero entries in the value of θ at the end of training. As observed,
larger values of τ yields a sparser/simpler model. In principle, a desirable
value of τ is one which helps to avoid overfitting of the NN model such
that a simpler model implies better generalization.

Loss decay in the optimization loop. We generate training and test
datasets of sizes 1000 and 2000, respectively, and compare the training
and test losses per iteration and time in seconds between GD and GGN-
SCORE for training the student NN. The results are displayed in Figure 27.
The dimension of the input data in this experiment is 20, and the number
of hidden neurons for the student network is 500. Choosing a much
smaller number of hidden neurons n∗ = 5 for the teacher network keeps
the optimization loop in the overparameterized regime. For the GD, we
use a learning rate of 1 which yields a much better performance than
smaller values. While larger learning rates could yield faster learning
at the beginning of training, we notice traces of divergence later on; a
learning rate of 1 gives a reasonably good descent and good performance
of GD. We run GD for a total of 10000 steps and GGN-SCORE for a total
of 4000 steps. GGN is well-known for its faster convergence in terms of
number iterations while sometimes we may have to train for a longer
time. Results here show that we do not trade total training time for better
performance with our GGN-SCORE setup.

4.4.2 Experiments on real datasets

The computations involved in full-batch GD and/or GGN are intractable
on real-world datasets. We study the properties of GGN-SCORE in the
mini-batch setting on the standard MNIST dataset [131] with n0 = 784,
m = 60000 : 10000 (training:test splits). Experimental results in the
teacher-student setup according to [13, Appendix C.4] with the SiLU ac-
tivation function are reported in Appendix 4.C. Additional experiments
on three UCI datasets, as well as those on the FashionMNIST dataset, are
also considered in the appendix. Here, we consider a NN of the form
(4.3) with a hidden size n = 512, a scaling κ(n) = 1/

√
n and the ReLU
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Figure 27: Loss decay with GGN-SCORE and GD per iteration number (left)
and time in seconds (right) with g(θ) as in (4.15) for GGN-SCORE, τ = 10−4,
µ = 1/

√
n.

[158] activation function. The NN is initialized with randomly generated
weights from the Gaussian distribution, and is trained with the squared
loss. The regularization function g used in GGN-SCORE is given by (4.15).
All results shown for GGN-SCORE are for a training batch size of 16 (i.e.,
3750 training steps) and a single epoch. In addition to the test loss and
prediction accuracy of the trained model, we adopt a time-invariance
“T-I” measure, representing the average proportion (in percentage) of the
entries of the pre-activation al ∈ Rn×n0 that satisfy sign(astart

ij ) = sign(afinal
ij ),

where sign is the signum function, astart
ij are positional entries of al at ini-

tialization and afinal
ij are its entries at the end of training. This metric was

used in [73] to measure the “stability of activations” where high values
indicate an effective linearization of the NN model. See additional details
and remark in Appendix 4.C.1.

Influence of the regularization parameters. We investigate the per-
formance of the GGN-SCORE-trained model for different values of the
regularization smoothing parameter µ and the regularization strength τ
on MNIST dataset. First, we fix µ = 1/

√
n and measure the performance

of the trained model for different values of τ . Similarly, we fix τ = 10−4

and measure the trained model’s performance for varying values of µ. In
each of the two cases, we use 7 different values of τ and µ as is respec-
tively shown in Figure 26 and Figure 28. As in the case with synthetic
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Figure 28: Evaluation of GGN-SCORE on MNIST dataset for different values
of the regularization smoothing parameter µ, fixing τ = 10−4 (left), and
different values of the regularization strength τ , fixing µ = 1/

√
n (right).

The regularization function g(θ) is given by (4.15).

datasets, optimal choices for τ and µ are seen to necessarily yield good
generalization of the model, and are such that give a relatively simple
model and stable dynamics (as indicated by the number of zeros in the
parameters of the final optimized model and the T-I measure). The total
computation time to generate the results in Figure 26 and Figure 28 is
∼ 23 hours, 5 minutes on CPU.
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Appendix for Chapter 4

4.A Preliminary results

4.A.1 Lipschitz continuity of J

Here, we look at the Lipschitz property of the Jacobian matrix J . For this,
we need the following additional standard assumptions:

J.1 ∥x∥ = ∥x⊤∥ ≤ 1.

J.2 ∃Lϱ such that ∥ϱ(x̄)−ϱ(x̃)∥ ≤ Lϱ∥x̄− x̃∥ and ∥ϱ′(x̄)−ϱ′(x̃)∥ ≤ Lϱ∥x̄−
x̃∥ for all x̄, x̃ ∈ R.

J.3 ∃Lv such that ∥v∥ ≤ Lv at all time t until the training is stopped.

Condition J.2 simply restates the Lipschitzness and smoothness assump-
tions in A.1 explicitly. This kind of condition has been used, for example
in [83, Condition 3.1], to show the stability of the training process of NNs
via gradient descent. A consequence of the condition is that it also pro-
vides an upper bound on the gradients of ϱ, that is, ∥ϱ′(x̄)∥ ≤ Lϱ for all
x̄ ∈ R (see, e.g., Lemma 13 below).

Proposition 8 (Lipschitz constant of J ; training both layers). Under
assumptions J.1, J.2 and J.3, J is LJ -Lipschitz continuous, where LJ ≜
mκ(n)(1 + Lv)Lϱ

√
2.
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Proof. Let (ū, v̄) ≡ θ̄, (ũ, ṽ) ≡ θ̃ for any θ̄, θ̃ ∈ Rp. We have⃦⃦⃦
J(θ̄)− J(θ̃)

⃦⃦⃦
≤ κ(n)

⎛⎝ n∑︂
i=1

⃓⃓⃓
ϱ′(ūix)v̄ix

⊤ − ϱ′(ũix)ṽix⊤
⃓⃓⃓
+

n∑︂
i=1

⃓⃓
ϱ(ūix)− ϱ(ũix)

⃓⃓⎞⎠
≤ κ(n)

⎛⎝ n∑︂
i=1

(︃
ϱ′(ūix)v̄ix

⊤ − ϱ′(ũix)v̄ix⊤
⃓⃓⃓
+
⃓⃓⃓
ϱ′(ũix)v̄ix

⊤ − ϱ′(ũix)ṽix⊤
⃓⃓⃓)︃

+

n∑︂
i=1

⃓⃓
ϱ(ūix)− ϱ(ũix)

⃓⃓⎞⎠
≤ κ(n)

⎛⎝ n∑︂
i=1

(︂
ϱ′(ūix)− ϱ′(ũix)

⃓⃓
|v̄i|∥x∥+|v̄i − ṽi|

⃓⃓
ϱ′(ũix)

⃓⃓
∥x∥
)︂

+

n∑︂
i=1

⃓⃓
ϱ(ūix)− ϱ(ũix)

⃓⃓⎞⎠
≤ mκ(n)

(︁
(1 + Lv)Lϱ∥ū− ũ∥+ Lϱ∥v̄ − ṽ∥

)︁
≤ mκ(n)(1 + Lv)Lϱ

(︁
∥ū− ũ∥+∥v̄ − ṽ∥

)︁
= mκ(n)(1 + Lv)Lϱ

(︂
(ū, 0)− (ũ, 0)

⃦⃦
+
⃦⃦
(0, v̄)− (0, ṽ)

⃦⃦)︂
. (4.16)

Next, we recall Peter-Paul inequality for two quantities a, b ∈ R≥0 which
reads 2ab ≤ a2 + b2, from which we obtain

(a+ b)2 = a2 + 2ab+ b2 ≤ a2 + a2 + b2 + b2 = 2(a2 + b2). (4.17)

We also derive the expression⃦⃦
(ū, 0)− (ũ, 0)

⃦⃦2
+
⃦⃦
(0, v̄)− (0, ṽ)

⃦⃦2
=
⃦⃦
(ū, 0)

⃦⃦2 − 2⟨(ū, 0), (ũ, 0)⟩+
⃦⃦
(ũ, 0)

⃦⃦2
+
⃦⃦
(0, v̄)

⃦⃦2 − 2⟨(0, v̄), (0, ṽ)⟩
+
⃦⃦
(0, ṽ)

⃦⃦2
=
⃦⃦
(ū, v̄)

⃦⃦2 − 2⟨(ū, v̄), (ũ, ṽ)⟩+
⃦⃦
(ũ, ṽ)

⃦⃦2
=
⃦⃦
(ū, v̄)− (ũ, ṽ)

⃦⃦2
. (4.18)
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Now, using (4.17) and (4.18) in (4.16) with a =
⃦⃦
(ū, 0)− (ũ, 0)

⃦⃦
and b =⃦⃦

(0, v̄)− (0, ṽ)
⃦⃦

, we get⃦⃦⃦
J(θ̄)− J(θ̃)

⃦⃦⃦
≤ mκ(n)(1 + Lv)Lϱ

√
2
⃦⃦
(ū, v̄)− (ũ, ṽ)

⃦⃦
,

which proves the result. ■

4.A.2 Lipschitz continuity of g

As is customary, our results are restricted to the case ν ∈ [2, 3], but they
extend to other cases [223].

Lemma 13. Let g be a convex and (locally) L-Lipschitz function. Then,⃦⃦
∇ g(θ̄)

⃦⃦
≤ L,

for some θ̄ in a set X ⊂ Rp.

Proof. Take some θ̃ = θ̄ + α∇ g(θ̄) for α ∈ R>0 small enough. By the
convexity and Lipschitzness of g, we have⃦⃦

α∇ g(θ̄)
⃦⃦2

= α2
⃓⃓
⟨∇ g(θ̄),∇ g(θ̄)⟩

⃓⃓
= α

⃓⃓⃓
⟨θ̃ − θ̄,∇ g(θ̄)⟩

⃓⃓⃓
≤ α

⃓⃓⃓
g(θ̃)− g(θ̄)

⃓⃓⃓
≤ αL

⃓⃓⃓
θ̃ − θ̄

⃓⃓⃓
= α2L

⃦⃦
∇ g(θ̄)

⃦⃦
,

which completes the proof. ■

4.B Proof of the main result

Detailed regularity assumptions in R.1. We detail missing regularity
terms in condition R.1 as follows. For this, we define the ball Br0(θ0) ⊂
Er(θ0) for some initialization θ0, where Er(θ0) is an ellipsoid defined for
some r ∈ R>0. Note that, corresponding to Er(θ0), we compute local
norms with respect to g.
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RR.1 R̂s(Φ(·, θ̄)) ≥ R̂s(Φ(·, θ̃)) + ⟨∇Φ R̂s(Φ(·, θ̃)),Φ(·, θ̄) − Φ(·, θ̃)⟩ +
γR

2

⃦⃦⃦
Φ(·, θ̄)− Φ(·, θ̃)

⃦⃦⃦2
∀θ̄, θ̃ ∈ Rp, and ∃BR, DR such that⃦⃦⃦

∇Φ R̂s(Φ(·, θ̄))
⃦⃦⃦
≤ BR,

⃦⃦⃦
∇2

Φ R̂s(Φ(·, θ̄))
⃦⃦⃦
op
≤ DR ∀θ̄ ∈ Br0(θ0).

RR.2 dgI ≤ Ht ≤ DgI with Dg ≥ dg ∈ R>0, dqI ≤ Q̂t ≤ DqI with
Dq ≥ dq ∈ R≥0, and∥êt∥ ≤ β ∀θt ∈ Br0(θ0).

Using the Lipschitness of ϱ, one can easily find some BΦ satisfying⃦⃦⃦
Φ(·, θ̄)− Φ(·, θ̃)

⃦⃦⃦
≤ BΦ

⃦⃦⃦
θ̄ − θ̃

⃦⃦⃦
for some θ̄, θ̃ ∈ Rp at least near the

initialization. Hence, we do not impose this regularity property as
an additional assumption. Subsequently, we recall the following no-

tations: LDt
≜ αtββ̂1Dg

dg(Dg+dqβ̂
2
m)

, ξ ≜ BRBΦ + Bg, ϑ ≜ B2
Φ(γR − DR),

ϖt ≜ ων(dν(θt, θt+1)) − ων(−dν(θt, θt+1)), β̂m ≜ σmin(Ĵ t). We also in-
troduce the notations β̂1 ≜ σmax(Ĵ t) and δt ≜ θt+1 − θt.

Lemma 14. Under assumption RR.2, we have

∥δt∥ ≤ LDt
, ∥δt∥θt ≤

√︁
DgLDt

.

Proof. We obtain the following estimate⃦⃦⃦⃦
H−1

t Ĵ
⊤
t

⃦⃦⃦⃦
≤
⃦⃦⃦
H−1

t

⃦⃦⃦⃦⃦⃦⃦
Ĵ
⊤
t

⃦⃦⃦⃦
≤ β1
dg
. (4.19)

We have also ⃦⃦⃦⃦
I + Q̂tĴ tH

−1
t Ĵ

⊤
t

⃦⃦⃦⃦
≥ 1 +

dqβ̂
2

m

Dg
. (4.20)

From (4.9), we have

∥δt∥ ≤ αt

⃦⃦⃦⃦
H−1

t Ĵ
⊤
t (I + Q̂tĴ tH

−1
t Ĵ

⊤
t )

−1êt

⃦⃦⃦⃦
. (4.21)

Using (4.19) and (4.20) in (4.21), we obtain

∥δt∥ ≤ LDt
.

The result follows, noting that∥δt∥θt =
⃦⃦⃦
H

1/2
t δt

⃦⃦⃦
by definition. ■
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We obtain the following slightly loose estimate of the Lipschitz con-
stant of the objective function L in problem (4.2).

Lemma 15. Let g be constructed under the settings of Lemma 2 such that
condition G.1 holds. Then, under the additional condition RR.1, the objective
functionL is (BRBΦ+Bg)-Lipschitz continuous, whereBg is the local Lipschitz
constant of g in Lemma 2(iii).

Proof. By the convexity of R̂s and g, we have

R̂s(Φ(·, θ̃)) ≥ R̂s(Φ(·, θ̄)) + ⟨∇ R̂s(Φ(·, θ̃)),Φ(·, θ̃)− Φ(·, θ̄)⟩,
g(θ̃) ≥ g(θ̄) + ⟨∇ g(θ̃), θ̃ − θ̄⟩,

for some θ̃, θ̄ in the vicinity of θ0. Then, using L ≜ R̂s + g and the Cauchy-
Schwarz inequality, we get⃓⃓⃓
L(θ̄)− L(θ̃)

⃓⃓⃓
≤
⃦⃦⃦
∇Φ R̂s(Φ(·, θ̄))

⃦⃦⃦⃦⃦⃦
Φ(·, θ̄)− Φ(·, θ̃)

⃦⃦⃦
+
⃦⃦
∇ g(θ̄)

⃦⃦⃦⃦⃦
θ̄ − θ̃

⃦⃦⃦
.

By assumption RR.1, we have
⃦⃦⃦
∇Φ R̂s(Φ(·, θ̄))

⃦⃦⃦
≤ BR. By Lemma 2(iii),

g is locally Lipschitz, and hence we have
⃦⃦
∇ g(θ̄)

⃦⃦
≤ Bg for some Bg,

according to Lemma 13. Then, using the local Lipschitz property of Φ, we
obtain ⃓⃓⃓

L(θ̄)− L(θ̃)
⃓⃓⃓
≤ BRBΦ

⃦⃦⃦
θ̄ − θ̃

⃦⃦⃦
+Bg

⃦⃦⃦
θ̄ − θ̃

⃦⃦⃦
= ξ
⃦⃦⃦
θ̄ − θ̃

⃦⃦⃦
.

■

The following result from [236, Lemma 1] provides a useful inequality
for the trace of the product of two symmetric matrices, one of which is
positive semidefinite.

Lemma 16. Let P,Q ∈ Rn×n. If P = P⊤ ⪰ 0 and Q is symmetric, then

tr(P )λn(Q) ≤ tr(PQ) ≤ tr(P )λ1(Q).

The next result concerns the 2× 2 block partitioning of G̃t, and charac-
terizes the positive-definiteness of its leading principal blocks. For this,
we require that the function g is such that Ht ≻ 0. This, indeed, is a
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property of many functions constructed from the ℓ1-norm in the sense of
Definition 6. An example is the pseudo-Huber function or the function ḡ
considered in Section 4.4.

Lemma 17. Consider a 2× 2 block partitioning of G̃t, and let G̃11 ∈ Rm×m,
G̃22 ∈ R1×1 respectively denote the upper left and lower right blocks. If Ht ≻ 0,
then it holds that G̃22 ∈ R>0 and G̃11 ≻ 0.

Proof. By the definition of G̃t and using (4.8), we have G̃t = J̃ t(Ĵ
⊤
t Q̂tĴ t +

Ht)
−1Ĵ

⊤
t . We note that for the squared loss that we consider, Qt is the

identity matrix and that we can write G̃t = J̃ t(J
⊤
t QtJt + Ht)

−1Ĵ
⊤
t =

J̃ t(J
⊤
t Jt +Ht)

−1Ĵ
⊤
t . Notice the removal of the augmentations, as the last

diagonal entry of Q̂t is zero. We have ⟨v̂, J⊤
t Jtv̂⟩ = ∥Jv̂∥2 ∈ R≥0 for all

non-zero v̂ ∈ Rp, and hence Bt ≜ J⊤
t Jt + Ht ≻ 0. Next, observe that

G̃11 results from removing the augmentations on J̃ and Q̂t in G̃t, that
is, G̃11 ≡ JtB

−1
t J⊤

t . Let û ≜ Btv̂; we have ⟨û, B−1
t û⟩ = ⟨Btv̂, B

−1
t Btv̂⟩ =

⟨v̂, B⊤
t v̂⟩ ≻ 0. Then, in a similar way, if Jt does not have all its entries

equal to zero, we get that G̃11 ≻ 0.
To show G̃22 ∈ R>0, we note that since Bt ≻ 0, it has a

non-zero determinant, and hence by Sylvester’s criterion, we have
1

det(Bt)
((−1)2pMp,p) > 0, where det(Bt) denotes the determinant of Bt

and Mp,p denotes the (p, p)-th minor of Bt. Then, G̃22 ∈ R>0 follows from
the definition of J̃ . ■

We are now ready to prove our main result.

Proof of Theorem 6.

Proof. Consider the time evolution of the regularized NN given by (4.10).
Using the augmentation specified by (4.13), we have⃦⃦⃦

Φ̃t+1 − Φ̃
∗⃦⃦⃦2

=
⃦⃦⃦
Φ̃t − αtG̃têt − Φ̃

∗⃦⃦⃦2
=
⃦⃦⃦
Φ̃t − Φ̃

∗⃦⃦⃦2 − 2αt⟨Φ̃t − Φ̃
∗
, G̃t(Φ̃t − Φ̃

∗
)⟩+ α2

t

⃦⃦⃦
G̃t(Φ̃t − Φ̃

∗
)
⃦⃦⃦2
.

(4.22)

130



Let us partition Φ̃t − Φ̃
∗

and G̃t as follows (omitting dependence on t in
the blocks for brevity):

Φ̃t − Φ̃
∗ ≡

[︄
Φ̃1

Φ̃2

]︄
, G̃t ≡

[︄
G̃11 G̃12

G̃21 G̃22

]︄
, (4.23)

where Φ̃1 = Φt − Φ∗ ∈ Rm, Φ̃2 = 1 and hence G̃11 ∈ Rm×m. Then, we
have

⟨Φ̃t − Φ̃
∗
, G̃t(Φ̃t − Φ̃

∗
)⟩

= ⟨Φ̃1, G̃11Φ̃1⟩+ ⟨Φ̃2, G̃21Φ̃1⟩+ ⟨Φ̃1, G̃12Φ̃2⟩+ ⟨Φ̃2, G̃22Φ̃2⟩
= ⟨Φ̃1, G̃11Φ̃1⟩+ ⟨G̃21 + G̃

⊤
12, Φ̃1⟩+ G̃22, (4.24)

where we have used Φ̃2 = 1. Recall that by Lemma 17, we get G̃22 ∈ R>0

and G̃11 ≻ 0.
Using the block partitioning of G̃t in (4.23), the product G̃

⊤
t G̃t gives

the following block structure

G̃
⊤
t G̃t =

⎡⎣ (G̃
⊤
t G̃t)11 (G̃

⊤
t G̃t)12

(G̃
⊤
t G̃t)21 (G̃

⊤
t G̃t)22

⎤⎦
≜

⎡⎣ G̃
⊤
11G̃11 + G̃

⊤
21G̃21 G̃

⊤
11G̃12 + G̃

⊤
21G̃22

G̃
⊤
12G̃11 + G̃

⊤
22G̃21 G̃

⊤
12G̃12 + G̃

⊤
22G̃22

⎤⎦ .
Consider the congruence⎡⎣ (G̃

⊤
t G̃t)11 (G̃

⊤
t G̃t)12

(G̃
⊤
t G̃t)21 (G̃

⊤
t G̃t)22

⎤⎦ ∼
⎡⎣ (G̃

⊤
t G̃t)

−1/2
11 0

0 (G̃
⊤
t G̃t)

−1/2
22

⎤⎦
×

⎡⎣ (G̃
⊤
t G̃t)11 (G̃

⊤
t G̃t)12

(G̃
⊤
t G̃t)21 (G̃

⊤
t G̃t)22

⎤⎦×
⎡⎣ (G̃

⊤
t G̃t)

−1/2
11 0

0 (G̃
⊤
t G̃t)

−1/2
22

⎤⎦
=

[︄
I A
B I

]︄
,

where

A = (G̃
⊤
t G̃t)

−1/2
11 (G̃

⊤
t G̃t)12(G̃

⊤
t G̃t)

−1/2
22 ,

B = (G̃
⊤
t G̃t)

−1/2
22 (G̃

⊤
t G̃t)21(G̃

⊤
t G̃t)

−1/2
11 .
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Using this relation, one can show that G̃
⊤
t G̃t ≻ 0; since (G̃

⊤
t G̃t)21 =

(G̃
⊤
t G̃t)

⊤
12, we only require that ∥A∥ ≤ 1. Now, let 1 +Mgηt ≤ ∥G̃t∥F and

|⟨G̃⊤
21+G̃12, ṽt⟩| ≤ |G̃22| for some ṽt where, given a 2×2 block partitioning

of G̃t, G̃22, G̃21 and G̃12, respectively denote the lower right, lower left
and upper right blocks. We now invoke Lemma 16 and obtain⃦⃦⃦

G̃t(Φ̃t − Φ̃
∗
)
⃦⃦⃦2

= tr(G̃
⊤
t G̃t(Φ̃t − Φ̃

∗
)(Φ̃t − Φ̃

∗
)⊤)

≤ tr(G̃
⊤
t G̃t)λ1((Φ̃t − Φ̃

∗
)(Φ̃t − Φ̃

∗
)⊤)

= tr(G̃
⊤
t G̃t)

⃦⃦⃦
Φ̃t − Φ̃

∗⃦⃦⃦2
. (4.25)

Using (4.24) and (4.25) in (4.22), we have⃦⃦⃦
Φ̃t+1 − Φ̃

∗⃦⃦⃦2 ≤ ⃦⃦⃦Φ̃t − Φ̃
∗⃦⃦⃦2 − 2αt

⃦⃦⃦⃦
G̃

1/2

11 Φ̃1

⃦⃦⃦⃦2
− 2αt⟨G̃

⊤
21 + G̃12, Φ̃1⟩

− 2αtG̃22 + α2
t tr(G̃

⊤
t G̃t)

⃦⃦⃦
Φ̃t − Φ̃

∗⃦⃦⃦2
.

Now, using the inequality −
⃓⃓⃓⃓
⟨G̃⊤

21 + G̃12, Φ̃1⟩
⃓⃓⃓⃓
≤ ⟨G̃⊤

21 + G̃12, Φ̃1⟩ ≤⃓⃓⃓⃓
⟨G̃⊤

21 + G̃12, Φ̃1⟩
⃓⃓⃓⃓
, we get that

−⟨G̃⊤
21 + G̃12, Φ̃1⟩ ≤

⃓⃓⃓⃓
⟨G̃⊤

21 + G̃12, Φ̃1⟩
⃓⃓⃓⃓
,

and then,⃦⃦⃦
Φ̃t+1 − Φ̃

∗⃦⃦⃦2 ≤ ⃦⃦⃦Φ̃t − Φ̃
∗⃦⃦⃦2 − 2αt

⃦⃦⃦⃦
G̃

1/2

11 Φ̃1

⃦⃦⃦⃦2
+ 2αt

⃓⃓⃓⃓
⟨G̃⊤

21 + G̃12, Φ̃1⟩
⃓⃓⃓⃓

− 2αtG̃22 + α2
t tr(G̃

⊤
t G̃t)

⃦⃦⃦
Φ̃t − Φ̃

∗⃦⃦⃦2
.

Setting ṽ = Φ̃1 in the condition |G̃22| ≥ |⟨G̃21 + G̃
⊤
12, ṽ⟩|, it holds that

|G̃22| > |⟨G̃21 + G̃
⊤
12, Φ̃1⟩| − C1 for any arbitrary constant C1 > 0. Set

C1 = 1
αtC2

for some constant C2 > 0, noting that αt > 0 for all t, then we
get

−G̃22 ≤ −
⃓⃓⃓⃓
⟨G̃21 + G̃

⊤
12, Φ̃1⟩

⃓⃓⃓⃓
+

1

αtC2
.
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Consequently,⃦⃦⃦
Φ̃t+1 − Φ̃

∗⃦⃦⃦2 ≤ ⃦⃦⃦Φ̃t − Φ̃
∗⃦⃦⃦2 − 2αt

⃦⃦⃦⃦
G̃

1/2

11 Φ̃1

⃦⃦⃦⃦2
+

2

C2

+ α2
t tr(G̃

⊤
t G̃t)

⃦⃦⃦
Φ̃t − Φ̃

∗⃦⃦⃦2
.

Now, if the condition 1 +Mgηt ≤ ∥G̃t∥F is such that⃦⃦⃦⃦
G̃

1/2

11 Φ̃1

⃦⃦⃦⃦2
tr(G̃

⊤
t G̃t)

⃦⃦⃦
Φ̃t − Φ̃

∗⃦⃦⃦2 ≥ αt ≜
ᾱt

1 +Mgηt
≥ ᾱt⃦⃦⃦

G̃t

⃦⃦⃦
F

≡ ᾱt√︂
tr(G̃

⊤
t G̃t)

,

by fixing 0 < ᾱt ≡ ᾱ < 1, then⃦⃦⃦
Φ̃t+1 − Φ̃

∗⃦⃦⃦2 ≤ (1− ᾱ)
⃦⃦⃦
Φ̃t − Φ̃

∗⃦⃦⃦2
+

2

C2
. (4.26)

The recurrence in (4.26) can be expanded as follows:⃦⃦⃦
Φ̃t+1 − Φ̃

∗⃦⃦⃦2 ≤ (1− ᾱ)
⃦⃦⃦
Φ̃t − Φ̃

∗⃦⃦⃦2
+

2

C2

≤ (1− ᾱ)
(︃
(1− ᾱ)

⃦⃦⃦
Φ̃t−1 − Φ̃

∗⃦⃦⃦2
+

2

C2

)︃
+

2

C2

≤ (1− ᾱ)
(︄
(1− ᾱ)

(︃
(1− ᾱ)

⃦⃦⃦
Φ̃t−2 − Φ̃

∗⃦⃦⃦2
+

2

C2

)︃
+

2

C2

)︄
+

2

C2

= (1− ᾱ)3
⃦⃦⃦
Φ̃t−2 − Φ̃

∗⃦⃦⃦2
+ (1− ᾱ)2 2

C2
+ (1− ᾱ) 2

C2
+

2

C2
,

and so on. This gives, for any T ≥ 1,

⃦⃦⃦
Φ̃T − Φ̃

∗⃦⃦⃦2 ≤ (1− ᾱ)T
⃦⃦⃦
Φ̃0 − Φ̃

∗⃦⃦⃦2
+

2

C2

T−1∑︂
j=0

(1− ᾱ)T−j−1. (4.27)

Since C2 > 0 is arbitrary, we set C2 = 2
∑︁T−1

j=0 (1− ᾱ)T−j−1. We also have
that since ᾱ > 0, it satisfies the inequality 1 − ᾱ ≤ exp(−ᾱ). Then (4.27)
gives ⃦⃦⃦

Φ̃T − Φ̃
∗⃦⃦⃦2 ≤ exp(−ᾱT )

⃦⃦⃦
Φ̃0 − Φ̃

∗⃦⃦⃦2
+ 1. (4.28)

133



Substituting our choice of T into (4.28) gives⃦⃦⃦
Φ̃T − Φ̃

∗⃦⃦⃦2 ≤ ϵ+ 1,

which is result P.1.
To prove P.2, we first notice that the local condition

⃦⃦⃦
∇2

Φ R̂s(Φ)
⃦⃦⃦
op
≤

DR in RR.1 implies local DR-Lipschitz continuity of ∇Φ R̂s(Φ) with re-
spect to Φ, that is, for θ̄, θ̃ around the initialization, we have⃦⃦⃦

∇ R̂s(Φ(·, θ̄))−∇ R̂s(Φ(·, θ̃))
⃦⃦⃦
≤ DR

⃦⃦⃦
Φ(·, θ̄)− Φ(·, θ̃)

⃦⃦⃦
,

or equivalently,

R̂s(Φ(·, θ̄)) ≤ R̂s(Φ(·, θ̃)) + ⟨∇ R̂s(Φ(·, θ̃)),Φ(·, θ̄)− Φ(·, θ̃)⟩

+
DR

2

⃦⃦⃦
Φ(·, θ̄)− Φ(·, θ̃)

⃦⃦⃦2
. (4.29)

We recall the notation Φt ≜ Φ(·, θt) for all t ∈ R≥0. Then, using L ≜ R̂s+g,
Lemma 9, and (4.29), we get

L(θt+1) ≤ L(θt) + ⟨∇ R̂s(Φt),Φt+1 − Φt⟩+
DR

2
∥Φt+1 − Φt∥2

+ ⟨∇ g(θt), θt+1 − θt⟩+ ων(dν(θt, θt+1))∥θt+1 − θt∥2θt
≤ L(θt)−

γR
2
∥Φt+1 − Φt∥2 − L(θt) + L(θt+1)

− ων(−dν(θt, θt+1))∥θt+1 − θt∥2θt +
DR

2
∥Φt+1 − Φt∥2

+ ων(dν(θt, θt+1))∥θt+1 − θt∥2θt .

Using the γR-strong convexity assumption on R̂ in RR.1 and the Lipschitz
property of L in Lemma 15, this gives

L(θt+1) ≤ L(θt) + ξ∥θt+1 − θt∥+
DR − γR

2
∥Φt+1 − Φt∥2

+
(︁
ων(dν(θt, θt+1))− ων(−dν(θt, θt+1))

)︁
∥θt+1 − θt∥2θt

≤ L(θt) + ξ∥θt+1 − θt∥+
B2

Φ(DR − γR)
2

∥θt+1 − θt∥2

+
(︁
ων(dν(θt, θt+1))− ων(−dν(θt, θt+1))

)︁
∥θt+1 − θt∥2θt . (4.30)

Recalling the notation δt ≜ θt+1 − θt and substituting the estimates on
∥δt∥ and∥δt∥θt from Lemma 14 into (4.30) yields result P.2. ■
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4.C Additional experimental details and results

4.C.1 Remark on the T-I measure

The time-invariance measure provides a way to measure stability of the
optimizer’s dynamics from initialization. However, since the signum
function does not account for indices (i, j) of al with aij = 0, i.e.,

sign(aij) ≜

{︄
+1 if aij > 0,

−1 if aij < 0,

and, as we have seen, the GGN-SCORE framework potentially produces
many of this instance (with aij = 0) to reduce the model’s complexity
and/or improve generalization, a natural question is what state should
be assumed for neuron aij when it is exactly zero. For this, we follow the
standard convention that if aij = 0, then the (i, j)-th neuron remains un-
changed from its initial state [111, Section 13.7]. Under this convention, the
proportion of the indices (i, j) of afinal

l satisfying sign(astart
ij ) ̸= sign(afinal

ij )

with afinal
ij = 0 contribute to the stability of activations, and hence should

be accounted for in the T-I measure. However, this contribution appear to
be insignificant for the values of τ and µ that give the best test accuracies.
From what we observe in Figure 26 and Figure 28, proper choices of µ and
τ reliably produces stable dynamics of the optimizer as well as a good
generalization of the final trained model.

4.C.2 MNIST teacher-student setting

In order to evaluate GGN-SCORE on the MNIST dataset such that we are
close to the theoretical framework, we consider a teacher-student setup
for the MNIST dataset in a similar way as Arbel [13, Appendix C.4]:

• We create a custom training dataset by combining the original MNIST
test dataset (containing 10000 sample points) and a balanced subset of
the original training dataset. This balanced subset is created by “un-
dersampling” the first 3000 samples of the original training dataset to
give 2610 sample points. In total, the custom training dataset contains
12610 sample points.
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Figure 29: Test loss of the GGN-SCORE-trained NN on MNIST dataset
(teacher-student) with g(θ) given by (4.15). Left: Results for different values
of the regularization smoothing parameter µ with τ = 10−4 fixed. Right:
Results for different values of the regularization strength τ with µ = 1/

√
n

fixed.

• We then train a teacher NN Φ∗ of the form (4.14) and hidden size
n∗ = 16 on this training dataset with the cross-entropy loss function
and the SiLU activation function.

• A training “target” dataset is created from Φ∗ (with the softmax function
applied on each output of Φ∗).

• The student NN of the form (4.3) with the SiLU activation and hidden
size n = 1024 is then trained on the custom training input samples and
their corresponding target samples constructed from Φ∗. The trained
student NN is tested on the original MNIST test dataset.

The training and test results are displayed Figure 29 and Figure 30. We
follow a similar evaluation procedure as in Section 4.4.2, i.e., the results
are evaluated on the basis of the test loss, training and test accuracy, and T-
I measure of the trained student NN. Interestingly, similar observations as
in Section 4.4.2 are made from the displayed results. The total computation
time to generate the results in Figure 29 and Figure 30 is ∼ 8 hours, 39
minutes on CPU.
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Figure 30: Accuracy and T-I measure of the GGN-SCORE-trained NN on
MNIST dataset (teacher-student) for different values of µ (left) and different
values of τ (right), with the regularization function g(θ) given by (4.15). In
the left figure, τ = 10−4 is used. In the right figure, µ = 1/

√
n is used.

4.C.3 FashionMNIST experiments

We perform experiments on the FashionMNIST dataset [241] under the
same setting as the MNIST experiments in Section 4.4.2. While the Fash-
ionMNIST classification tends to be a harder task than the MNIST, results
shown in Figure 31 and Figure 32 indicate similar behaviours as those
described in Section 4.4.2 regarding the influence of the regularization
parameters.
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Figure 31: Test loss evaluation of the GGN-SCORE-trained NN on FashionM-
NIST dataset for different values of the regularization smoothing parameter
µ fixing τ = 10−4 (left) and different values of the regularization strength τ
fixing µ = 1/

√
n (right), where the regularization function g(θ) is given by

(4.15).
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Figure 32: Evaluation of GGN-SCORE on FashionMNIST dataset for different
values of the regularization strength µ (left) and different values of the
regularization smoothing parameter τ (right). The regularization function
g(θ) is given by (4.15). In the left figure, µ = 1/

√
n is used. In the right figure,

τ = 10−4 is used.

Num. of samples

Dataset Training Test Input dim. Num. of classes

pendigits 7494 3498 16 10
letter 10500 5000 16 26
avila 10430 10437 11 12

Table 5: Summary of UCI datasets used for comparison.

T-I measure (%) T-I meas. incl. aij = 0 (%)

Dataset Batch-size µ GD GGN-SCORE GD GGN-SCORE

pendigits 8 0.001/
√
n 50.066 52.7331 50.1041 52.7331

letter 64 10/
√
n 55.9237 55.2016 55.925 55.2112

avila 64 10/
√
n 73.318 71.4815 73.3189 71.4833

Table 6: Stability of activation measure.

4.C.4 Generalization and stability in comparison with GD

We now compare GGN-SCORE with GD on three UCI benchmark
datasets3: pendigits, letter, and avila, summarized in Table 5. As in
Section 4.4, we use a learning rate of 1 for GD, and set the hidden size

3https://archive.ics.uci.edu.
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Figure 33: Test loss and accuracy evolution for GD and GGN-SCORE on
pendigits, letter and avila datasets. The regularization function g(θ) in GGN-
SCORE is given by (4.15) with τ = 10−4 and µ given in Table 6.

n = 128 in all the experiments for a NN of the form (4.3), and a scaling
κ(n) = 1/

√
n. The function g in GGN-SCORE is given by (4.15) with

τ = 10−4. The results are shown Figure 33 and Table 6. We observe faster
convergence and better generalization in most cases for GGN-SCORE,
and as in the case for the full-batch deterministic setting in Section 4.4 on
synthetic datasets, we achieve this performance in faster time compared
to GD. Note that much of the computational burden associated with the
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regularized GGN is greatly reduced by using the stylized expression (4.9),
since the mini-batch size is typically much smaller than p, the size of the
optimization variable θ.
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Chapter 5

An inexact sequential
quadratic programming
method for learning and
control of recurrent neural
networks

5.1 Introduction

Approximate dynamic programming or reinforcement learning (RL) in-
volves an agent or decision maker that interacts with its environment based
on the states of the environment observable by the agent [111, 224]. For
each decision that the agent makes, it incurs a cost or, alternatively, gets a
reward. Hence, the ultimate goal of the agent is to minimize the total costs,
or maximize the sum of its rewards, received from the environment. In
most cases, it is assumed that the operations of the agent are in accordance
with a finite discrete-time Markovian decision process (MDP), which in turn
assumes that the states of the environment are fully observable by the
agent at any given time t, providing all necessary information that the
agent can use to decide what action to take. This is not always the case
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in reality, especially as the environment is mostly complex and its model
is unknown. Hence, many practical RL problems are solved within the
framework of partially observable Markov decision process (POMDP). In line
with control problems, the environment is presented as the state-space
model of a dynamical system that encodes the spatial and temporal infor-
mation about the system which can be used to predict its future behaviour.
With the popularity of deep learning methods [130], the paradigm of
world model [107] has been recently used to describe RL methods in
which a generative and/or predictive model is trained to represent the
agent’s own imagination of the environment. A control neural network
which the agent uses to make decisions and take actions on-line is there-
after trained off-line on top of the representative model. This approach
encompasses an idea that dates back as far as the 90s where mostly RNNs
are trained to build a predictive model of the environment or complex
system [208, 209, 210, 206], helping to possibly develop a meaningful
representation of the Markovian state-space in the face of partial observability
[206]. Data-efficiency becomes an added advantage in the design of the
representative RNN model, which is a key element of model-based RL
and control methods [224]. These so-called recurrent control networks [210]
are mostly designed with much focus on their architecture that enable
them to capture relevant information about the underlying system dynam-
ics. In [206], the authors introduce the recurrent control neural network
(RCNN) with an architectural design motivated by the two stages of a
typical neural network based complex control method, namely: (1) a
system identification stage where a RNN with dynamically consistent
overshooting [252] is designed to train a state-space model of the system
using process measurements, and (2) an optimal control policy selection
stage where a FNN is concatenated with the RNN to learn an optimal
control policy which is later used to control the real process.

This unified approach largely benefits from the approximation power
of the individual neural networks when trained with an appropriate
gradient-based algorithm. Besides their slow convergence, a drawback in
learning RNNs for practical applications with gradient-based algorithms
is the possible problem of vanishing- and exploding-gradients [36, 116], which
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may lead to their difficulty in learning long-term dependencies, as their
operations rely only upon the slope of the loss surface in the Jacobian.
Second-order methods, however, can be used to mitigate these drawbacks
by utilizing in their learning procedures the information contained in the
curvature of the loss surface, which provably accelerates convergence.
Second-order methods for learning RNNs have historically been used
in two ways: (1) the use of second-order optimization algorithms such
as generalized Gauss-Newton (GGN), Levenberg-Marquardt (LM) and
conjugate gradient (CG) algorithms (see, e.g., [205, 233, 150, 64, 154, 99,
66, 34]), and (2) using nonlinear sequential state-estimation techniques
such as extended Kalman filter (EKF) method (see, e.g., [144, 239, 187,
237, 92, 33]). In the first approach, the second-order information is cap-
tured through Hessian (or approximate Hessian) computations, while
in the second approach the second-order information is computed re-
cursively as a prediction-error covariance matrix. In any event, these
approaches provide ways to capture relevant second-order information
about the training loss function as well as help to curtail the possible
vanishing/exploding-gradient problem. As the strength of data-based
RL and control methods lies in their data-efficiency, it is further desirable
to capture curvature information about the neural network training data
for better approximation and representation capability within the allotted
training time. In control applications, recovering a good representation
of the underlying system is very important for robustness and reliability
due to better generalization capabilities of the model to situations unseen
before. For this reason, many recent works have focused on designing
custom training algorithms for their application-specific RNN structures
(see, e.g., the recent works [99, 170, 251, 139, 58]).

Although, we discuss the training problem of RCNNs in accordance
with the two stages involved, our main focus is on the first stage of
the training problem where training a RNN with dynamically consis-
tent overshooting (DCRNN) is viewed as a constrained optimization
problem. While this viewpoint helps us to develop alternative neural
network training algorithms, it can also provide tools to derive useful
convergence results for the algorithm [135]. In this chapter, we estab-
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lish an inexact SQP framework for the DCRNN training problem where
the quadratic programming (QP) subproblems are solved by a restarted
Krylov-subspace iterative scheme that implicitly exploits the structure
of the associated Karush–Kuhn–Tucker (KKT) subsystems. As the re-
sulting algorithm is based on the restarted generalized minimal residual
(GMRES) Krylov-subspace method, we call it GMRES recurrent learning
(GRL) algorithm, or GRL(m̂r) to include a given restart parameter m̂r.
The iSQPRL framework allows us to use sparse iterative methods that
exploit the structure of subproblems for fast convergence and to achieve a
control- and data-efficient model of the DCRNN. As a back-propagation-
through-time (BPTT) algorithm for training RNNs [202], GRL(m̂r) also
addresses one of the main shortcomings associated with the class of BPTT
algorithms, viz. requiring an excessive number of iterations to converge
to the true solution, largely increasing the complexity of the algorithm
[18]. In the second stage – where we learn an optimal control law – we
simply adapt the GGN with self-concordant regularization (GGN-SCORE)
algorithm, established for convex optimization problems in Chapter 2.
Because the GGN-SCORE algorithm was established for curvature exploit-
ing, this also improves our overall model-based control decision approach
for data-efficiency.

The rest of this chapter is organized as follows. In Section 5.2, we
present the state-space RCNN model and the optimization problem in-
volved in each of the two training stages. In Section 5.3, we introduce
the SQP framework for the DCRNN learning problem of the first stage
and present details of our proposed learning algorithm, which we call
GRL(m̂r), an algorithm that uses a nonmonotone line-search for its glob-
alization (see Algorithm 4). In Section 5.4, we present the curvature-
exploiting GGN-SCORE algorithm, with a slight modification, for training
the control network of the second stage. We analyze the complexity of
the proposed algorithm in Section 5.5. Numerical examples in which we
demonstrate our approach is presented in Section 5.6 and a concluding
remark is given in Section ??.
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5.2 Recurrent control neural networks

The RCNN training problem involves two stages: (1) identify a DCRNN
model and (2) train a FNN on the DCRNN model for optimal control
policy selection. In accordance with this, we first formulate the problem of
training a RNN (and DCRNN). Then we present the RCNN and formulate
its training problem on top of an extension of the DCRNN model.

5.2.1 RNN for state reconstruction in RL and control

Suppose that the state transition and observables of the environment or
system process can be described by a nonlinear open-loop dynamical sys-
tem, for which a model is assumed to be unknown. Let {u0, u1, . . . , uN−1}
be a sequence of inputs to the dynamical system and {y0, y1, . . . , yN−1} the
corresponding sequence of observable outputs, with ut ∈ Rnu , yt ∈ Rny .
System identification is performed to train a RNN model of the form
(cf. (1.5))

xt+1 = fx(xt, yt, ut, θx) (5.1a)

ŷt = fy(xt, θy) (5.1b)

where fx and fy describe the Markovian state-space dynamics and are
respectively parameterized by the vectorized weight/bias terms θx ∈
Rnθx and θy ∈ Rnθy , xt ∈ Rnx is the RNN hidden state and ŷt ∈ Rny

is its prediction of the system observable at time t. In the identification
task, the RNN is trained to encode meaningful information about the true
system in its hidden states xt. In addition to passing the observables yt as
external inputs to the state-update function (5.1a), they are also given as
the targets for the RNN predictions ŷt. In this chapter, we propose to learn
xt and the parameter vectors θx, θy in parallel in the context described
in [187]; that is, in a way analogous to direct multiple shooting approach
to optimal control (OC) problems. This is achieved by formulating the
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learning task as the equality-constrained problem

min
z

f(z) ≜ R(x0, θx, θy) +
N−1∑︂
t=0

ℓ(yt, ŷt) (5.2a)

s.t. c(z) ≜

⎡⎢⎢⎢⎢⎣
x1 − fx(x0, y0, u0, θx)

...
xN−1 − fx(xN−2, yN−2, uN−2, θx)
cN (x0, fx(xN−1, yN−1, uN−1, θx))

⎤⎥⎥⎥⎥⎦ = 0 (5.2b)

where f : Rn → R, c : Rn → Rm, z ≜ [x⊤1 · · ·x⊤N−1 x
⊤
0 θ

⊤
y θ

⊤
x ]

⊤ ≡
[z1 z2 · · · zn]⊤, n = m + nθy + nθx ,m = Nnx, ℓ : Rny × Rny → R is a
loss function, andR is a regularization term. Both ℓ andR are assumed to
be twice continuously differentiable with respect to their arguments. The
last constraint in (5.2b) represents possible constraints such as periodicity,
x0−fx(xN−1, yN−1, uN−1, θx) = 0 [231], or fixed terminal state constraint,
where cN : Rnx × Rnx → Rnx .

5.2.2 Extension to DCRNNs

Since now on, we will consider the special structure of (5.1) given by

xt+1 = σx(Wxuut +Wxyyt +Wxxxt + bx) (5.3a)

ŷt =Wyxxt + by (5.3b)

where σx(·) is an element-wise activation function. Let θx ≜

vec([WxuWxyWxx bx]), θy ≜ vec([Wyx by]), where Wxu ∈ Rnu×nx ,Wxy ∈
Rnx×ny ,Wxx ∈ Rnx×nx and Wyx ∈ Rny×nx are the RNN weight matri-
ces, and bx ∈ Rnx , by ∈ Rny its bias vectors associated with model (5.3).
The formulation (5.2) does not minimize a pure open-loop simulation
error, in that yt enters the state-update equation rather than ŷt. To han-
dle open-loop simulation terms, we approximate the recurrence of the
RNN dynamics by truncating its unrolling into the past at a finite time
step t = m−. The DCRNN contains in modeling an internal dynamics
by overshooting the network dynamics in the sense that, we take m+ > 1

overshooting time-steps into the future where the network uses its own
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predictions as the future external inputs [252] (see Figure 34). Still, in the
overshooting part, the network gets the system inputs ut as they also in-
fluence the network dynamics. This phenomenon results in the following
state-space equations of the DCRNN dynamics

x̂0 x1 x̂1 xt x̂t xt+1 x̂t+1 xt+2 x̂t+2

ŷ1

Wyx

by ŷt

Wyx

by ŷt+1

Wyx

by ŷt+2

Wyx

by

y0

Wxy

y1

Wxy

yt

Wxy

u0

Wxu

bx

ut−1

Wxu

bx

ut

Wxu

bx

ut+1

Wxu

bx

ut ŷt+1

Wxy

ut+1 ŷt+2

Wxy

Inx Inx InxWxx Wxx Wxx Wxx

Figure 34: Unrolled recurrent neural network with dynamically consistent
overshooting (DCRNN).

xt+1 = σx(Ix̂t +Wxuut + bx) (5.4a)

ŷt =Wyxxt + by (5.4b)

with x̂t =

{︄
Wxxxt +Wxyyt, ∀0 ≤ t ≤ m−

Wxxxt +Wxy ŷt, ∀m− < t ≤ N
(5.4c)

where I ∈ Rnx×nx is an identity matrix. Letting ℓ = (yt − ŷt)2, c(z) ≜

[c0, c1, . . . , cN ] ∈ Rm, N = m− + m+, the corresponding optimization
problem is

min
z

f(z) ≜ R(x0, θx, θy) +
N−1∑︂
t=0

(yt − ŷt)2 (5.5a)

s.t. ct = 0, ∀t = 0, . . . , N (5.5b)

with ct ≜ xt+1 − σx(Ix̂t +Wxuut + bx) (5.5c)

x̂t =

{︄
Wxxxt +Wxyyt, ∀0 ≤ t ≤ m−

Wxxxt +Wxy ŷt, ∀m− < t ≤ N − 1
(5.5d)

5.2.3 FNN for optimal control policy selection

Given a training dataset {ut, yt}, t = 0, . . . , N − 1, after computing the
optimal values of the parameter vectors θx, θy , we construct a FNN on top
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of the DCRNN to obtain a RCNN (see Figure 35). In this chapter, a three
layer FNN model is considered to obtain new optimal control inputs ût,
∀t > m−. The resulting control network together with the DCRNN forms
the following RCNN represented by their state-space equations:

ût = σu(Vuhσh(Vhxx̂t + bh) + bu), ∀m− ≤ t ≤ N (5.6a)

xt+1 =

{︄
σx(Ix̂t +Wxuut + bx), ∀0 ≤ t < m−

σx(Ix̂t +Wxuût + bx), ∀m− < t ≤ N
(5.6b)

Rt = Grσr(Wyxxt + by), ∀m− < t ≤ N (5.6c)

with x̂t =

{︄
Wxxxt +Wxyyt, 0 ≤ t ≤ m−

Wxxxt +Wxy ŷt, m− < t ≤ N
(5.6d)

where Vuh ∈ Rnu×nh , Vhx ∈ Rnh×nx , bh ∈ Rnh , bu ∈ Rnu are the control
network parameters to be learnt, and σu, σh are element-wise activation
functions. Gr is a constant, problem-specific matrix, chosen such that
with an appropriate choice of the function σr, the network output map
Rt(xt, ŷt; ût) models the problem’s reward function. Here, the optimiza-
tion problem to solve is

max
θu

f̂(θu) ≜
N−1∑︂
t=m−

Rt (5.7)

where θu ≜ vec([Vuh Vhx bh bu]) ∈ Rnθu .

x̂0 x1 x̂1 xt x̂t xt+1 x̂t+1 xt+2 x̂t+2

ŷ1

Wyx

by
ŷt

Wyx
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ŷt+1

Wyx

by
ŷt+2

Wyx

by
ht

Vhx

bh

ût

Vuh

bu

ht+1

Vhx

bh

ût+1

Vuh

bu

ht+2

Vhx

bh

ût+2

Vuh

bu
Rt+1

Gr

Rt+2

Gr

y0

Wxy

y1

Wxy
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Wxy

u0

Wxu
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Wxu
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ût

Wxu
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ŷt+1

Wxy
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ŷt+2

Wxy

Inx Inx InxWxx Wxx Wxx Wxx

Figure 35: Architecture of recurrent control neural networks (RCNNs).
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5.3 Sequential quadratic programming for recur-
rent learning

In the following, we describe the iSQPRL framework which we use to
construct an algorithm to solve the DCRNN learning problems. Consider
again problem (5.5) and define the Lagrangian

L(z, λ) ≜ f(z)− λ⊤c(z) (5.8)

where λ ∈ Rm is the vector of Lagrange multipliers. The SQP approach
for solving problem (5.5) involves iteratively solving the quadratic pro-
gramming (QP) subproblem

dzk ∈ argmin
dz

1

2
d⊤z H(zk)dz +∇f(zk)⊤dz (5.9a)

s.t. ∇c(zk)dz + c(zk) = 0 (5.9b)

at a given approximate solution zk, k = 1, 2, . . ., where ∇c(z) =

[∇c0(z) · · · ∇cN−1(z)]
⊤ ∈ Rm×n and H(zk) is the Hessian∇2L(zk, λk) ≜

∇2f(zk)+∇(∇c(zk)⊤λk) of the Lagrangian at step k, or an approximation
to it. Suppose at iteration k, the QP solver finds an optimal multiplier λ̃k
(which can change from iteration to iteration). Then, by setting

dλk = λ̃k − λk (5.10)

we update (z, λ) using

zk+1 = zk + αkd
z
k, λk+1 = λk + αkd

λ
k (5.11)

where αk is a carefully chosen step-length, or learning rate. This iterative
process creates a sequence {zk} of approximations which should be made
to converge to a solution z∗ of (5.5). Next, we consider the equivalent
Newton viewpoint of the QP subproblem (5.9), to simplify our analysis of
the proposed solution technique.

The necessary (KKT) optimality conditions for the QP subproblem at
any step k are given by the nonlinear equation

F̃(zk, λk) ≜
[︄
∇f(zk)−∇c(zk)⊤λk

c(zk)

]︄
=

[︃
0
0

]︃
. (5.12)
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For simplicity of notation, we denote by F̃k ≜ F̃(zk, λk) and similarly for
other functional quantities, and set Jk ≜ ∇ck and gk ≜ ∇fk. By applying
Newton’s method to (5.12), we obtain the Newton’s equation

Ãkd̃k = −F̃k, Ãk = ∇F̃k =

[︄
Hk −J⊤

k

Jk 0

]︄
, d̃k =

[︄
dzk
dλk

]︄
. (5.13)

By treating λk+1 as an unknown and by letting Fk ≜ [gk, ck]
⊤, bk ≜ −Fk,

we equivalently write (5.13) as the saddle point system[︄
Hk J⊤

k

Jk 0

]︄
⏞ ⏟⏟ ⏞

Ak

[︄
dzk
−λ̃k

]︄
⏞ ⏟⏟ ⏞

dk

=

[︃
−gk
−ck

]︃
⏞ ⏟⏟ ⏞

bk

. (5.14)

The solution dk to (5.14) constitutes the Newton direction at step k. De-
pending on the choice of Hk, say Hk = ∇2Lk, and by setting dλk as in
(5.10), we choose an appropriate value for the step-length parameter αk,
say αk = 1, and take the step (5.11). Once the system in (5.14) is solved,
Ãk and d̃k satisfying (5.13) can then be obtained accordingly.

5.3.1 Approximating the Lagrangian Hessian

Clearly, the choice Hk = ∇2Lk in (5.14) would be computationally pro-
hibitive for the DCRNN training problem in most cases. Besides, we often
need Hk to be positive-definite in order to ensure that the QP subprob-
lem solved at each step is convex, thereby preserving the convergence
properties provided by the primal step direction. However,∇2Lk is not
positive-definite in general. As in Section ??, we reduce these computa-
tional difficulties by approximating ∇2Lk by the modified BFGS formula
[50, 94, 101, 216] presented in [184]. For completeness, we also summarize
the modified BFGS scheme here.

Starting from an initial positive definite matrix H0, the modified BFGS
scheme seeks an approximation Hk to the true Hessian ∇2Lk as follows.
At step k, define

γ̄k = θkγk + (1− θk)Hkδk, 0 ≤ θk ≤ 1 (5.15)
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where γk = ∇Lk+1 −∇L(zk, λk+1), δk ≜ αkd
z
k = zk+1 − zk. Vector γ̄k is

geometrically the closest to γk such that the inequality

δ⊤k γ̄k ≥ ηδ⊤k Hkδk (5.16)

is satisfied, where the parameter η is chosen empirically and typically
takes the value 0.2 [184, 185, 186] which is just sufficient for our approxi-
mations. The key idea is to gradually approach the true Hessian while
accounting for the curvature information captured during the most recent
step. Consequently, the convexity parameter θk in (5.15) takes the value

θk =

⎧⎨⎩1, if δ⊤k γk ≥ ηδ⊤k Hkδk
(1−η)δ⊤k Hkδk
δ⊤k Hkδk−δ⊤k γk

, otherwise
(5.17)

and a rank-two matrix Uk defined by

Uk =
γ̄kγ̄

⊤
k

δ⊤k γ̄k
− Hkδkδ

⊤
k Hk

δ⊤k Hkδk
(5.18)

is selected to update Hk as

Hk+1 = Hk + Uk (5.19)

which maintains positive-definiteness of Hk.

5.3.2 Numerical solution of the saddle-point system

As the linear system (5.14) can involve a large number of variables, it be-
comes natural to present a computationally efficient technique for solving
it. In this chapter, we do not wish to impose restrictive assumptions on
iSQPRL as we know that the matrix Ak in (5.14) is not positive-definite.
Hence, we present a solution approach to the system in a general learning
framework. The GMRES algorithm [204], which we briefly describe next,
is our method of choice for this purpose. Starting from an arbitrary initial
guess dk,0 ∈ Rn̂, n̂ = n+m, define the initial residual rk,0 ≜ bk −Akdk,0

and let

Km̂(Ak, rk,0) ≜ span
{︂
rk,0, Akrk,0, . . . , A

m̂−1
k rk,0

}︂
(5.20)
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be the m̂-dimensional Krylov-subspace generated by Ak and rk,0. At the
m̂-th step, GMRES finds an approximation dk,m̂ ∈ Km̂ to the true solution
dk = A−1

k bk. This approximate solution is the value of dk that minimizes
the norm of the residual rk,m̂ = bk −Akdk,m̂. In its implementation, GM-
RES does not explicitly form the vectors rk,0, Akrk,0, A

2
krk,0, . . . , A

m̂−1
k rk,0,

as they may be close to being linearly dependent; instead, it uses the
Arnoldi iteration to form an orthonormal basis for Km̂(Ak, rk,0). In par-
ticular, if qk,1, qk,2, . . . , qk,m̂ are the orthonormal vectors formed by the
Arnoldi iteration, and if these vectors form the matrix Qk,m̂ ∈ Rn̂×m̂, then
we can write dk,m̂ as dk,m̂ = dk,0 +Qk,m̂sk,m̂, sk,m̂ ∈ Rm̂.

Let H̃k,m̂ ∈ R(m̂+1)×m̂ be the upper Hessenberg matrix generated
from the (modified) Gram-Schmidt orthogonalization step of Arnoldi
iteration satisfying

AkQk,m̂ = Qk,m̂+1H̃k,m̂.

and let βk ≜ ∥rk,0∥. Then, Qk,m̂+1e1 = qk,1 = ∥rk,0∥−1rk,0, where e1 ≜

[1 0 0 · · · 0]⊤ ∈ Rm̂+1, and

rk,m̂ = bk −Akdk,m̂

= bk −Ak(dk,0 +Qk,m̂sk,m̂)

= βkqk,1 −Qk,m̂+1H̃k,m̂sk,m̂

= Qk,m̂+1(βke1 − H̃k,m̂sk,m̂).

As Qk,m̂+1 has orthonormal columns, we get that

∥rk,m̂∥ = ∥βke1 − H̃k,m̂sk,m̂∥.

Therefore, one finds dk,m̂ ≡ dk by solving

min
s∈Rm̂

∥βke1 − H̃k,m̂s∥ (5.21)

whose solution can be obtained efficiently by using the QR factorization
of H̃k,m̂, which in turn can be cheaply updated from iteration to iteration
by exploiting its structure.

While GMRES solves a general linear system, the restarted variant of
it, written GMRES(m̂r), provides a better convergence speed and helps
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to curtail the memory issue linked to the storage of the orthonormal
vectors formed in the former. Instead of allowing the storage of the entire
Krylov-subspaces whose size grows quadratically with the number m̂
of steps, GMRES(m̂r) restricts the dimension of the Krylov-subspace to
a fixed integer parameter m̂r and restarts the Arnoldi process using the
current approximate solution dk,m̂r

as the new initial guess [204]. As
the GMRES(m̂r) method only computes an approximate solution dk of
the SQP subproblem, it forms an inexact SQP method (cf. [80]). Hence,
we consider (5.14) with the residual vector rk ≡ rk,m̂r

≜ (rzk, r
λ
k ) that

accounts for the error due to this inexactness:[︄
Hk J⊤

k

Jk 0

]︄[︄
dzk
−λ̃k

]︄
=

[︃
−gk
−ck

]︃
+

[︄
rzk
rλk

]︄
. (5.22)

The addition of this residual vector is useful for deriving relevant bounds
on important terms of the problem, as we shall see. In specific terms, the
residual vector characterizes a part of the globalization strategy (Steps 9–
13 of Algorithm 4) described in the next subsection. As a first step, we now
state a result, established in [204], on the convergence of GMRES(m̂r), that
provides us with an important property of the residual norm associated
with the algorithm.

Proposition 5.3.1 ([204], Proposition 4 and Theorem 5). Suppose that Ak

is diagonalizable so that Ak = PkDkP
−1
k where Dk is the diagonal matrix of

eigenvalues of Ak. Let τ be the number of distinct eigenvalues ϱ1, ϱ2, . . . , ϱτ
of Ak with nonpositive real parts and let the other eigenvalues be enclosed in
CΘ(Ω), a circle of radius Θ centered at Ω with Ω > Θ > 0. Then the residual
norm of GMRES(m̂r) satisfies

∥rk,m̂r
∥ ≤ κ(Pk)ξk∥rk,0∥ (5.23)

where

κ(Pk) = ∥Pk∥∥P−1
k ∥, ξk =

(︃
ᾱ

β̄

)︃τ (︃
Θ

Ω

)︃m̂r−τ

,

ᾱ = max
1≤i≤τ

τ+1≤j≤n̂

|ϱt − ϱj | and β̄ = min
1≤i≤τ

|ϱt|.
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5.3.3 Globalization of iSQPRL by a line-search

Many known inexact SQP approaches rely upon a line-search or trust re-
gion method to ensure global convergence. For the sake of completeness,
we discuss these globalization concerns for iSQPRL with a line-search
strategy, and with specific reference to the GMRES(m̂r) iterative scheme
considered in this chapter. In order to do this, we assume that the se-
quence {Hk} is obtained through the modified BFGS formula described
in Section 5.3.1. We also assume that the value of m̂r is sufficient to
ensure convergence of GMRES(m̂r), and that the sequence of iterates
{zk, λk} is generated by the described iSQPRL framework. Furthermore,
the following conditions hold (using L∗ to denote L(z∗, λ∗)):

A.1 {zk, λk} is contained in a closed, bounded, convex set S, on which
the functions f and c are twice continuously differentiable.

A.2 The columns of Jk are linearly independent, for each k.

A.3 The matrices Hk are uniformly positive definite on the null spaces
of Jk, that is, ∃σ1 > 0 such that for each k, d⊤Hkd ≥ σ1∥d∥2 for all
d ∈ Rn̂ satisfying Jkd = 0.

A.4 The sequence {Hk} is bounded in norm, that is, ∃σ2 > 0 such that for
each k, ∥Hk∥ ≤ σ2.

A.5 The matrices Hk have inverses that are bounded in norm, that is,
∃σ3 > 0 such that for each k, H−1

k exists and ∥H−1
k ∥ ≤ σ3.

A.6 ∇2Lk is Lipschitz continuous for each k in the neighbourhood of
(z∗, λ∗).

A.7 The primal-dual step dk locally satisfies

lim
k→∞

∥(Pk(Hk −∇2L∗)Pk)d
z
k∥

∥dzk∥
= 0

where Pk is the projection matrix Pk = I − Jk(J⊤
k Jk)

−1J⊤
k .
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Assumptions A.1 – A.7 are fairly standard for an equality-constrained
optimization problem adopting a line-search technique, and in which
positive-definiteness of Hk is enforced [55, 54]. Some of the assumptions
can however be relaxed to meet specific practical demands. The following
condition provides a stronger version of Assumptions A.3 and A.4, and
will be imposed for the sake of simplicity of our presentation.

B.1 For all d ∈ Rn̂, ∃σ1, σ2 > 0 such that σ1∥d∥2 ≤ d⊤Hkd ≤ σ2∥d∥2 for
each k.

An important consequence of Assumption A.7 is that one can recover a
local two-step superlinear convergence with positive definite matrices Hk,
requiring only that a projection of each Hk is close to a projection of∇2L∗

[186], as opposed to the similar convergence result, say for unconstrained
problems, that requires∇2L∗ to be also positive definite with

lim
k→∞

∥(Hk −∇2L∗)dzk∥
∥dzk∥

= 0.

We formally state the two-step superlinear convergence result for the
constrained problem in the following.

Lemma 5.3.2 ([186, Theorem 1]). Let Assumptions A.1 – A.7 hold for the
recurrent learning problem. Then

lim
l→∞

∥zl+1 − z∗∥
∥zl−1 − z∗∥

= 0.

In order to ensure superlinear convergence of the kind shown in
Lemma 5.3.2 from an arbitrary starting point, we equip the SQP with a
line-search strategy for choosing a value for the step-length parameter αk

that ensures the value of some well-defined merit function is sufficiently
reduced for an acceptable1 step to be taken. This strategy provides a way
to decide when a progress is made towards a solution. One such merit
function commonly used to account for feasibility of the constraints ck is
the ℓ1 merit function defined as

M1(zk; ρk) = fk +
ρk
ω
∥ck∥1,

ρk
ω
> 0 (5.24)

1An inexact solution dk is considered acceptable if, together with some penalty term ρk
of the merit function, it causes a sufficient reduction in the value of the merit function.

155



where ω > 1 is selected heuristically, the motivation for which becomes
clear in the ρk selection rule of (5.34) below. The main goal is to ensure
that the (feasible) KKT points of (5.5) are critical points ofM1.

Upon computing an acceptable step dk and defining the merit function,
we choose a step-length αk which satisfies the so-called sufficient decrease
(or Armijo [15]) condition

M1(zk + αkd
z
k; ρk) ≤M1(zk; ρk) + ναk∇dz

k
M1(zk; ρk) (5.25)

where 0 < ν ≤ 0.5 is a small value and ∇dz
k
M1(zk; ρk) is the directional

derivative ofM1 along dzk, which we derive in the following lemma.

Lemma 5.3.3. Let assumptions A.1 – A.5 hold for the iSQPRL problem. Then
the directional derivative ofM1(zk; ρk) along a step dzk satisfies

∇dz
k
M1(zk; ρk) ≤ gkdzk −

ρk
ω
∥ck − rλk∥1 (5.26a)

∇dz
k
M1(zk; ρk) ≥ gkdzk −

ρk
ω
∥ck − rλk∥1. (5.26b)

Proof. Applying Taylor’s theorem to f and c, we have

M1(zk + αkd
z
k; ρk)−M1(zk; ρk)

= f(zk + αkd
z
k)− fk +

ρk
ω
∥c(zk + αkd

z
k)∥1 −

ρk
ω
∥ck∥1

≤ αkg
⊤
k d

z
k + σ2α

2
k∥dzk∥2 +

αkρk
ω
∥ck∥1.

From (5.22), we have Jkdzk = −ck + rλk ; hence, with αk ≤ 1, we get

M1(zk + αkd
z
k; ρk)−M1(zk; ρk)

≤ αkg
⊤
k d

z
k + σ2α

2
k∥dzk∥2 −

αkρk
ω
∥ck − rλk∥1

= αk

(︃
g⊤k d

z
k −

ρk
ω
∥ck − rλk∥1

)︃
+ σ2α

2
k∥dzk∥2.

Similar arguments yield the lower bound

M1(zk + αkd
z
k; ρk)−M1(zk; ρk)

≥ αk

(︃
g⊤k d

z
k −

ρk
ω
∥ck − rλk∥1

)︃
− σ2α2

k∥dzk∥2.
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Taking the limits

lim
αk→0

M1(zk + αkd
z
k; ρk)−M1(zk; ρk)

αk
≜ ∇dz

k
M1(zk; ρk)

proves (5.26). ■

Consequently, the directional derivative ofM1 along dzk is given by

∇dz
k
M1(zk; ρk) = g⊤k d

z
k −

ρk
ω
∥ck − rλk∥1. (5.27)

As with inexact Newton methods for a general nonlinear system of equa-
tions [80], inexact SQP methods require that the residual norm is reduced
strictly at each step to allow for the update (zk+1, λk+1) in (5.11). This
requirement, in our case, is provided in the following conditions:

M.1 The primal step computed in the iSQPRL framework is a descent
direction forM1.

M.2 The residual rk satisfies ∥rk∥ ≤ σ4∥Fk∥, 0 < σ4 < 1.

Indeed, that condition M.2 holds with the primal steps evaluated via
GMRES(m̂r), is a simple deduction from Proposition 5.3.1.

Corollary 1 (of Proposition 5.3.1). The residual norm at step k satisfies condi-
tion M.2 with σ4 = κ(Pk)ξk assuming the initial guess dk,0 = 0.

Proof. With dk,0 = 0, we get from (5.23) and the definition of rk,m̂
that ∥rk∥ ≤ κ(Pk)ξk∥rk,0∥ = κ(Pk)ξk∥bk − Akdk,0∥ = κ(Pk)ξk∥bk∥ =
κ(Pk)ξk∥Fk∥. ■

The following result tells us what conditions are sufficient, in particu-
lar the choice of ρk, such that condition M.1 holds.

Proposition 5.3.4. Let Assumptions A.1 – A.5 and B.1 hold for the iSQPRL
problem. Then the directional derivative ofM1(zk; ρk) along a step dzk satisfies

∇dz
k
M1(zk; ρk) ≤

− dzk⊤Hkd
z
k +

(︃
ρk
ω
− ∥λ̃k∥∞

)︃(︂
∥ck∥1 − ∥rλk∥1

)︂
+ dzk

⊤rzk. (5.28)
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Moreover, if we choose

ρk > ω∥λ̃k∥∞ (5.29)

then dzk is guaranteed to be a descent direction forM1, and∇dz
k
M1(zk; ρk) < 0

at nonstationary points of (5.5).

Proof. From (5.22), we obtain

g⊤k d
z
k = −dzk⊤Hkd

z
k + dzk

⊤Jkλ̃k + dzk
⊤rzk

dzk
⊤Jkλ̃k = −c⊤k λ̃k + rλk

⊤
λ̃k.

Substituting these into (5.27) gives

∇dz
k
M1(zk; ρk) =

− dzk⊤Hkd
z
k + dzk

⊤Jkλ̃k + dzk
⊤rzk −

ρk
ω
∥ck − rλk∥1

= −dzk⊤Hkd
z
k − (ck − rλk )T λ̃k + dzk

⊤rzk −
ρk
ω
∥ck − rλk∥1.

Using the relation −(ck − rλk )
⊤λ̃k ≤ ∥λ̃k∥∞∥ck − rλk∥1 from Hölder’s

inequality, we obtain

∇dz
k
M1(zk; ρk) ≤

− dzk⊤Hkd
z
k −

(︃
ρk
ω
− ∥λ̃k∥∞

)︃
∥ck − rλk∥1 + dzk

⊤rzk (5.30)

which proves (5.28) by applying the reverse triangle inequality on −∥ck −
rλk∥1. By assumption B.1, and if dzk ̸= 0 solves (5.9), it is sufficient to show
that

∆M1 ≜ dzk
⊤rzk −

(︃
ρk
ω
− ∥λ̃k∥∞

)︃
∥ck − rλk∥1 ≤ 0 (5.31)

in order to show that dzk is a descent direction forM1, with ρk > ω∥λ̃k∥∞.
To do this, we define

r⊤k d̄k = rλk
⊤
λ̃k + dzk

⊤rzk = dzk
⊤Hkd

z
k + g⊤k d

z
k + c⊤k λ̃k

where d̄k = (dzk, λ̃k). By noting the relation

−ρk
ω
∥ck − rλk∥1 < −∥λ̃k∥∞∥ck − rλk∥1
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we have

dzk
⊤rzk −

(︃
ρk
ω
− ∥λ̃k∥∞

)︃
∥ck − rλk∥1

= dzk
⊤Hkd

z
k + g⊤k d

z
k + c⊤k λ̃k − rλk

⊤
λ̃k⏞ ⏟⏟ ⏞

=dz
k
⊤rzk

−ρk
ω
∥ck − rλk∥1

+ ∥λ̃k∥∞∥ck − rλk∥1
< dzk

⊤rzk + ∥dzk∥∞∥rzk∥1 ≤ 0.

■

Remark 1. Alternatives to the merit reduction condition (5.29) exist in the
literature (see, e.g., [74]), with their specificity linked to the choice of merit
function. The use of a particular merit reduction condition is however often well-
motivated, say, as a way to quantify an appropriate steepness of the directional
derivative of the merit function with the residual terms of the inexact SQP step
[55].

Corollary 2. Let the assumptions of Proposition 5.3.4 hold, and let dzk be such
that (5.28) is satisfied. Then the following property holds:

ρk ≥
ω

2

[︄
g⊤k d

z
k + dzk

⊤Hkd
z
k − dzk⊤rzk

∥ck∥1 − ∥rλ∥1
+ ∥λ̃k∥∞

]︄
. (5.32)

Proof. From (5.28) and (5.27), we get

g⊤k d
z
k + dzk

⊤Hkd
z
k +

(︃
2ρk
ω
− ∥λ̃k∥∞

)︃
∥ck − rλk∥1 − dzk⊤rzk ≤ 0

and applying the reverse triangle inequality on ∥ck − rλk∥1 gives

2ρk
ω
− ∥λ̃k∥∞ ≥

g⊤k d
z
k + dzk

⊤Hkd
z
k − dzk⊤rzk

∥ck∥1 − ∥rλk∥1
.

Rearranging the terms gives the result. ■

From the property shown in Corollary 2, we see that a necessary
requirement for condition (5.29) is that we choose ω ≥ 2 (cf. [55, 54]). In
order to maintain (5.29) at each step k, thereby ensuring the exactness
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ofM1 at convergence, a common approach is to safeguard the inequality
with some positive constant ρ̄ in a way that

ρk ≥ ω∥λ̃k∥∞ + ρ̄. (5.33)

The selection rule for ρk, proposed in [184], is slightly modified for the
inexact SQP problem of this chapter:

ρk =

{︄
max{ω∥λ̃k∥∞ + ρ̄, 1

ω (ρk−1 + ω∥λ̃k∥∞ + ρ̄)},∀k ̸= 1

ω∥λ̃k∥∞ + ρ̄, if k = 1.
(5.34)

The rationale behind (5.34) is that it provides relevant bounds on the
sequence {ρk} and allows, for k large enough and towards convergence,
the choice ρk = ρk−1, provided that ρk−1 ≥ ω∥λ̃k∥∞ + ρ̄. Coupled with a
backtracking line-search procedure, a step-length αk such that the Armijo
condition (5.25) holds is chosen.

Many known results for the global convergence of line-search SQP
algorithms in constrained optimization are based upon the exactness and
stationarity ofM1 at KKT optimality points of the problem, and are direct
consequences of the descent property ofM1 (when shown to hold) at dk
such that the line-search succeeds for all k. In the same spirit, and with
condition M.2 assumed to hold, we obtain the following result (which we
prove by following the reasoning in [43, Theorem 17.2]).

Theorem 5.3.5. Let the assumptions of Proposition 5.3.4 hold for the iSQPRL
problem, and let ρk be chosen according to the rule (5.34) so that ρk > ω∥λ̃k∥∞
holds. Suppose further that the sequence {λk} is bounded. Then if αk is bounded
below by some positive constant, the sequence of iterates {zk}, starting from an
arbitrary point, converges to a stationary point ofM1.

Proof. Since {λk} is bounded, and hence {ρk}, then it is easy to show
that there exists an index k1 such that ρk ≈ ρ ≥ ω∥λ̃k∥∞ + ρ̄ for all
k ≥ k1. The adaptation rule (5.34) indeed ensures that ρk does not increase
unnecessarily in attaining this ρ since then {λ̃k} is bounded. Therefore,
by the descent property ofM1 in Proposition 5.3.4, we are ensuredM1

remains exact.
Consider the set of indices K ≜ {k ≥ k1 : αk < 1}. Then each of

the step k ∈ K causes a sufficient decrease inM1 by the backtracking
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line-search procedure. Moreover, withM1(zk; ρ) ≥ K > −∞ for some
constant K, the sufficient decrease condition (5.25) shows that

αk∇dz
k
M1(zk; ρk)→ 0. (5.35)

Now let ᾱ ≤ αk be some constant for which the backtracking line-search
procedure fails. Then with k ∈ K, at least one of the following holds:

zk + ᾱdzk /∈ S (5.36a)
M1(zk + ᾱdzk; ρk) >M1(zk; ρk) + νᾱ∇dz

k
M1(zk; ρk). (5.36b)

However, by Assumption A.1 and with dzk ̸= 0, (5.36a) does not hold.
Hence, we have (5.36b). From the proof of Lemma 5.3.3 and (5.27), we get

M1(zk + ᾱdzk; ρk)−M1(zk; ρk) ≤ ᾱ∇dz
k
M1(zk; ρk)

+ σ2ᾱ
2∥dzk∥2

which together with (5.36b) gives

−(1− ν)∇dz
k
M1(zk; ρk) ≤ σ2ᾱ∥dzk∥2.

From (5.30) and Assumption B.1, we have

σ1∥dzk∥2 ≤ −∇dz
k
M1(zk; ρk)

and since ν > 1, we get from the above two inequalities

αk ≥ ᾱ ≥
σ1
σ2

(1− ν) > 0. (5.37)

Therefore, (5.35) implies∇dz
k
M1(zk; ρk)→ 0. Consequently, by (5.30) and

ρk ≥ ω∥λ̃k∥∞ + ρ̄ we have

dzk
⊤Hkd

z
k → 0, ck → 0.

By our assumptions on Hk, the above implies dzk → 0 which we know
to hold if and only if zk is a feasible point satisfying the KKT optimality
conditions in (5.12). ■

5.3.4 Practical aspects

We discuss two practical issues that are considered in the implementa-
tion of our algorithm with the goal of enabling the convergence results
discussed so far.
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Algorithm 4 GRL(m̂r) with nonmonotone line-search

1: Input: data {ut, yt}N−1
t=0 , initial guess for (x0, θx, θy), number of epochs

Ne, line-search parameters 0 < µ < 1, ν, ρ̄, initial Lagrangian multi-
plier vector λ0, initial BFGS matrix H0

2: Output: updated parameters (x0, θx, θy)
3: Evolve (5.1). Set z0 ← [x⊤1 · · ·x⊤N−1 x

⊤
0 θ

⊤
y θ

⊤
x ]

⊤

4: Compute f0, c0, J0, g0,L0

5: k ← 0
6: repeat
7: Construct KKT system (5.14)
8: Solve KKT system with preconditioning (see Section 5.3.2 and

Section 5.3.4). Get (dzk, λ̃k). Get dλk as in (5.10)
9: Get ρk using (5.34). Define the merit functionM1 (5.24). Define
mk (5.39)

10: ifM1(zk + dzk; ρk) ≤ mk + ν∇dz
k
M1(zk; ρk) then

11: zk+1 ← zk + dzk
12: λk+1 ← λk + dλk
13: else
14: Construct KKT system (5.41)
15: Solve KKT system with preconditioning (see Section 5.3.2 and

Section 5.3.4). Get (d̄zk, λ̄k)
16: d̄λ ← λ̄k − λk
17: if ∥d̄zk∥ > ∥dzk∥ then
18: d̄

z
k ← 0, d̄λ ← 0

19: end if
20: αk ← 1
21: whileM1(zk + αkd

z
k + α2

kd̄
z
k) > mk + ναk∇dz

k
M1(zk; ρk) do

22: αk ← µαk

23: end while
24: zk+1 ← zk + αkd

z
k + α2

kd̄
z
k

25: λk+1 ← λk + αkd
λ
k + α2

kd̄λ
26: end if
27: Compute fk+1, ck+1, Jk+1, gk+1,Lk+1

28: Get Uk as in (5.18). Hk+1 ← Hk + Uk

29: k ← k + 1
30: until k ≥ Ne
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Preconditioning for GMRES(m̂r)

The (left) preconditioned GMRES(m̂r) is the GMRES(m̂r) applied to the
system

M−1
k Akdk =M−1

k bk

where Mk ∈ Rn̂×m̂ is a suitably chosen, problem-dependent precondi-
tioner. In this chapter, we implement GMRES(m̂r) for the solution of (5.14)
at each step k, left-preconditioned with the non-singular preconditioner

Mk =

[︄
Gk J⊤

k

Jk 0

]︄
(5.38)

whereGk ̸= Hk is an n×nmatrix typically chosen so thatMk is invertible.
This preconditioning method, known in the literature as constraint precon-
ditioning [37], has been used extensively to achieve improved convergence
results for problems of the kind (5.14). There are various options for the
choice of Gk (see, e.g., [37] for an overview).

Enforcing superlinear convergence

An important requirement for the superlinear convergence of SQP al-
gorithms is that the line-search strategy accepts a unit step-length2 for
all k. This superlinear step, however, may not be accepted for the merit
functionM1 thereby inhibiting fast convergence. This condition, known
as the Maratos effect, is avoided in this chapter by incorporating the non-
monotone line-search procedure introduced in [174] into our algorithm
allowing to occasionally take nonmonotone steps towards progress (see
Algorithm 4, lines 14 – 25). The approach is based on the observation that
with the number mk defined by

mk ≜ max
j=0,...,hm

M1(zk−j ; ρk) (5.39)

over a nonmonotone horizon hm (typically, hm = 3), the function M1

“eventually” satisfies the modified sufficient decrease condition

M1(zk + αkd
z
k; ρk) ≤ mk + ναk∇dz

k
M1(zk; ρk). (5.40)

2It is remarked that obtaining a unit step-length does not always hold [186].
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In specific terms, it is proposed in [174] to perform the variable update

zk+1 = zk + αk̂kd
z
k + α̂2

kd̄
z
k

whenever the merit function does not accept a unit step-length in the
test (5.40), where 0 < α̂k ≤ 1 is the number returned by a backtracking
line-search performed on

M1(zk + αkd
z
k + α2

kd̄
z
k; ρk) ≤ mk + ναk∇dz

k
M1(zk; ρk)

and d̄zk is defined by [︄
Hk J⊤

k

Jk 0

]︄[︄
d̄
z
k

−λ̄k

]︄
=

[︃
−gk
−c̄k

]︃
(5.41)

with c̄k = c(zk + dzk). It is shown that under suitable conditions (such as
those assumed in this chapter), this “correction plus arc-search” procedure
globally preserves Q-superlinear convergence of the SQP algorithm, even
though now the merit functionM1 is not forced to reduce at each step k
[174].

5.4 Off-line learning of the control network

A key element considered in discussing our proposed algorithm for the
optimization problem of the second stage of training RCNN is the struc-
ture of the Hessian terms which the method efficiently exploits. Although
a FNN is often a simpler network to train than a recurrent network, it
is still desirable to exploit curvature information about the training data
to improve learning. In Chapter 2, we presented a GGN algorithm that
ultimately exploits the idea of self-concordance [164] for approximating
batch-wise parameter updates in an unconstrained optimization problem.
We also studied this algorithm in Chapter 4 for optimizing feedforward
neural networks. In this chapter, we adapt the algorithm for training the
control network as described next.

Suppose that in stage two of learning the RCNN we process mini-
batches of sample streams in a multi-step ahead fashion, composed of
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the current and future stacks (ûk, ŷk), ûk ∈ Rnu·nb , ŷk ∈ Rny·nb , where
nb is the mini-batch size, 1 < nb < nθu (possibly 1 ≪ nb ≪ nθu), k =

1, 2, . . . , ⌈Nu

nb
⌉, Nu ≥ nb is a desired number of training samples. Let

r̄ : Rnθu → R be a self-concordant function3 with parameter Mr̄, that is,
the inequality ⃓⃓⃓⃓

⃓
⟨︃
v,
(︂
∇3r̄(θ)[v]

)︂
v

⟩︃⃓⃓⃓⃓
⃓ ≤ 2Mr̄

⟨︂
v,∇2r̄(θ)v

⟩︂3/2
(5.42)

holds for any θ in the closed convex set W ⊆ Rnθu and v ∈ Rθu , where
∇3r̄(θ)[v] ∈ Rnθu×nθu denotes the limit

∇3r̄(θ)[v] ≜ lim
t→0

1

s

[︂
∇2r̄(θ + sv)−∇2r̄(θ)

]︂
, s ∈ R.

Note that any self-concordant function can be scaled to have Mr̄ = 1 in
(5.42) [163, Corollary 5.1.3].

Let us regularize problem (5.7) with r̄(θu) and a penalty parameter
λr̄ ∈ R to have the regularized minimization problem4

min
θu

f̄(θu) + λr̄ r̄(θu) (5.43)

where f̄ ≡ −f̂ . Then, letting z̄ ≜ θu and nd ≜ ny ·nb, the mini-batch GGN
update rule for optimizing over θu is

z̄k+1 = z̄k −
(︂
J⊤
ŷ Qf̄Jŷ + λr̄H̄k

)︂−1

J⊤
ŷ gf̄ (5.44)

where at step k, H̄k ∈ Rnθu×nθu is the Hessian of r̄ with respect to θu, Jŷ ∈
Rnd×nθu is the Jacobian of ŷk with respect to θu, gf̄ ∈ Rnd is the residual
vector defined as the gradient of f̄ with respect to ŷk, and Qf̄ ∈ Rnd×nd is
the Hessian of f̄ with respect to ŷk. Note that dependence of the terms on
k is ignored for notational convenience.

3For details on self-concordant functions, we refer the interested reader to the references
provided in [4].

4Note that f̄ ≡ f̂ is used if the problem defines Rt in (5.7) as a cost to be minimized
rather than a reward to be maximized.
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Clearly, the computations involved in (5.44) are highly prohibitive. In
[4], the authors use a generalized inverse identity on (5.44) to derive a
more computationally convenient way to update z̄ as follows:

B̄k ≜ λr̄I + Q̄kJ̄kH̄
−1
k J̄

⊤
k (5.45a)

z̄k+1 = z̄k − H̄−1
k J̄kB̄

−1
k ēk (5.45b)

where I ∈ Rnd×nd is an identity matrix, J̄k ∈ R(nd+1)×nθu is Jŷ augmented
with λr̄ ḡk the gradient of λr̄ r̄ with respect to θu, ēk ∈ Rnd+1 is gf̄ aug-
mented with a unit term, Q̄k ∈ R(nd+1)×(nd+1) is a diagonal matrix with
diagonal terms defined byQf̄ with an additional zero diagonal term. That
is,

J̄
⊤
k =

[︂
J⊤
ŷ λr̄ ḡk

]︂
, Q̄k =

[︄
Qf̄ 0

0 0

]︄
, ēk =

[︄
gf̄
1

]︄
.

We note that the Hessian H̄k is a diagonal matrix with diagonal ele-
ments that can be quite cheap to obtain, and hence its inverse H̄−1

k can
clearly be computed efficiently.

Furthermore, with motivation from the Newton decrement framework
in convex optimization, a learning rate σ/(1 +Mr̄η̄k) was introduced in
(5.45) to obtain the full GGN-SCORE update step

B̄k ≜ λr̄I + Q̄kJ̄kH̄
−1
k J̄

⊤
k (5.46a)

z̄k+1 = z̄k −
σ

1 +Mr̄η̄k
H̄

−1
k J̄kB̄

−1
k ēk (5.46b)

where 0 < σ ≤ 1 and η̄k =
⟨︂
ḡk, H̄

−1
k ḡk

⟩︂1/2
. Hence, the self-concordance

of r̄ helps to control the rate at which its second-derivatives change within
the region of convergence, thereby giving the problem an affine-invariant
structure [4], as well as to select a learning rate at step k without a line-
search technique.

An efficient way to compute vector B̄−1
k ēk in (5.46b), is to solve a linear

system, say, by QR factorization, and not by a direct matrix inversion.
However, in our adaptation of the algorithm, it is observed that, by
construction, the diagonal matrix B

¯ k
∈ Rnθu×nθu , with diagonal terms
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defined by

b
¯ i,j

= δ̄i,j/b̄i,i i, j = 1, . . . , nθu

provides a good approximation to B̄−1
k , where δ̄i,j is the Kronecker delta

function and b̄i,i are the diagonal entries of B̄k. Hence, for the training
of the control network in this chapter, we propose the approximation
B̄

−1
k ≈ B

¯ k
so that (5.46b) becomes:

z̄k+1 = z̄k −
σ

1 +Mr̄η̄k
H̄

−1
k J̄kB

¯ k
ēk.

Once the RCNN is trained on the representative DCRNN model to a
desired accuracy, the control network parameters become fixed and are
used to perform simulation tasks on the true system. Simulation results
obtained from a classical RL problem and a model predictive control
(MPC) steady-state regulation problem are presented in Section 5.6 to
demonstrate the efficiency of our approach.

5.5 Complexity analysis

In this section, we estimate the computational complexity of the method
proposed in this chapter. The proposed GRL(m̂r) algorithm is summa-
rized into three main steps, viz.: constructing the Newton-KKT system,
solving the Newton-KKT system, and updating the optimization vari-
ables.

Constructing the KKT system

Constructing the Newton-KKT system at each iteration k involves eval-
uating the constraints and their gradients with a combined worst-case
complexity of O(2mn). Hence, in addition to evaluating the modified
BFGS Hessian matrix, constructing the KKT system has an overall com-
plexity of O(n2 + 2mn) per iteration in the worst-case scenario.

Solving the KKT system

The KKT system is solved using the restarted GMRES scheme which de-
pends on both the number of restarts required to reach a given tolerance
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and the restart parameter m̂r. Let us denote by N1, the number of GMRES
restarts required to reach a specified tolerance. Then the matrix-vector
multiplications and vector operations in the restarted GMRES procedure
have a (fixed) worst-case complexity of O(N1nm̂

2
r) which involves the

construction of the upper Hessenberg matrix H̃k,m̂r in the Arnoldi it-
eration. Here, we assume the use of an updating QR-algorithm in the
solution of (5.21). Note that m̂r is typically small, say between 10 − 50,
compared to n.

Updating the optimization variables

The line-search method using the Armijo update rule with the ℓ1 merit
function has a worst-case complexity of O(n) per iteration.

Overall, the complexity of the proposed GRL(m̂r) algorithm for
training the RNN model considered in this chapter is estimated as
O(2n2Ne + 2nNe + 2mnNe). Since the number of iterations, Ne, is gener-
ally small for GRL(m̂r), which also provides a better solution quality, a
compromise is made on computational complexity in favour of GRL(m̂r)
for convergence speed in terms of small iteration number and solution
quality, against benchmark (first-order) BPTT algorithms.

As we mentioned before, we may use any convenient gradient-based
algorithm for learning the control FNN. Hence, the effective complexity
involved in training the full RCNN will be the complexity of the GRL(m̂r)
algorithm plus the complexity of the algorithm used to train the control
FNN.

5.6 Numerical examples

In the following examples, the RCNN is trained with σx and σh set, respec-
tively, to the hyperbolic tangent (tanh) and the rectified linear unit (ReLU)
functions. The RCNN is structured as described in Section 5.2. The entries
of the DCRNN weights are initialized to a normally-distributed number
randomly generated by the Mersenne-Twister pseudorandom number
generator, while the bias vectors, the hidden states and the Lagrangian pa-
rameter are all initialized to the zero array. ρ̄ = 0.8, ω = 2, Ne = 200, µ =
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0.8, ν = 0.5. We set R(x0, θx, θy) = Qα

2 ∥x0∥22 +
Qβ

2

(︁
∥θx∥22 + ∥θy∥22

)︁
with

Qα = 1.0, Qβ = 10−5. The restart parameter m̂r in GRL(m̂r) is upper
bounded by 50 for solving the resulting saddle point systems with Gk = I,
the identity matrix, in (5.38). The control network weights Vuh, Vhx are ini-
tialized according to the Kaiming uniform initialization scheme described
in [112], that is, we initialize each entry of the matrices to a number
generated randomly from a uniform distribution in the interval [−d, d]
where d = 4

√︁
3/n̂w, and n̂w represents nu or nh accordingly. The bias

vectors here are initialized to the zero array. The control network is
trained with r̄ set to the pseudo-Huber function rµ̄ parameterized by
µ̄, rµ̄(θu) ≜

√︁
µ̄2 + θ2u − µ̄, and λr̄ = 10−2, σ = Mr̄ = 1. All bound

constrained continuous variables ai ≤ xi ≤ bi are transformed to [176]:

xi = tai,bi(x̂i) =
bi + ai

2
+
bi − ai

2

(︃
2x̂i

1 + x̂i

)︃
(5.47)

i = 1, 2, . . . , n.

5.6.1 Classical reinforcement learning example

The RL problem considered in this example is the classical mountain car
problem described in [224]. The task is to drive an underpowered car to
the top of a steep mountain. The continuous observables here are the
states of the car given by yt = [yt, ẏt], where yt is the car’s position and
ẏt is its velocity at any given time t. For each time the car reaches the top
of the mountain, it gets a positive reward Rt

Rt = logistic10(ŷt − yref ) (5.48)

in which σr has been set to a steep logistic function logistic10(x) ≜ 1
1+e−10x

[207], and yref = 0.5. The function Rt returns a number that is approxi-
mately equal to 1 whenever ŷt > yref and 0 otherwise. The control action
is the applied force ut ∈ {−1, 0, 1}. The car’s motion is described by the
set of equations

yt+1 = yt + ẏt

ẏt+1 = ẏt + 0.001ut − 0.0025 cos(3yt)
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Figure 36: Convergence curves for the function approximation in DCRNN
training using GRL(m̂r) with ρ̄ = 0.8, first-order methods (Adam [128]
and SGD [188]), limited-memory BFGS (LBFGS; best memory size: 1) with
line-search [169, Section 3.5] (training stopped at line-search failure), and
stochastic LBFGS (sLBFGS; best memory size: 10) with adaptive step-size
[240]. Hidden state vector is initialized to zero. MSE stands for the mean
squared error.

with the bound constraints −1.2 ≤ yt ≤ 0.5 and −0.07 ≤ ẏt ≤ 0.07. The
task is episodic in that, when yt has reached its right bound, the goal was
reached and an episode is completed. However, when it reached its left
bound, ẏt was reset to zero.

Each episode starts from an initial random position yt ∈ [−0.6,−0.4]
and a zero velocity. We trained the RCNN using the algorithms proposed
in this chapter, where the control inputs ut and environment observables
yt were given to the network as inputs and targets accordingly. Here,
nu = 1, ny = 2, and we used m− = m+ = 50, nx = 2, nh = 128, Nu =

1000, nb = 64.
Given the characteristics of the problem, we chose σu as the tanh
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Figure 37: Convergence of Algorithm 4 for terms defined in Proposition 5.3.4
and Theorem 5.3.5 (ρ̄ = 0.8, ω = 2). Left: Mountain car dynamics. Right:
Ethylene oxidation process.

Table 7: Solution comparison between the proposed method and SGD, Adam,
LBFGS and sLBFGS (mountain car problem).

BPTT
algorithm

Approximation
error (MSE) Iter CPU time [s]

SGD 5.6828× 10−4 1500 5.6584× 10
Adam 1.5821× 10−4 1500 4.9532× 10
LBFGS 7.1389× 10−4 30 2.8670× 100

sLBFGS 3.9884× 10−4 1000 2.8071× 10
GRL(m̂r), ω = 2 1.3451× 10−4 200 6.4956× 10
GRL(m̂r), ω = 50 1.2702× 10−4 200 1.0091× 102

GRL(m̂r), ω = 100 1.3164× 10−4 200 5.6220× 10
GRL(m̂r), ω = 200 1.2707× 10−4 200 1.1914× 102

function that keeps the variables ût in the interval [−1, 1] during training.
However, for our simulations, we follow the standard approach of buck-
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Figure 38: RCNN off-line training results for the mountain car environment.
Top: DCRNN identified model in stage I (testing via open-loop simulation);
error = y − ŷ. Bottom: Stage II training of the RCNN.

eting the continuous outputs of σu into the discrete set {−1, 0, 1}. This
approach for ensuring the input bound constraints are satisfied can be
used in different problem settings by using an appropriate σu or by using
the variable transform (5.47). Further, we set Gr = [1, 0] and Rt is defined
in (5.48).

The RCNN training results are shown in Figure 38. In the identi-
fication stage, the effective DCRNN model was trained on 3 randomly
generated datasets with trained hidden states from one dataset used in
the next initialization5. In the second stage, the control network was
trained with 1000 noisy observations (5% Gaussian noise over 10 seeds).
Simulation performance on the true system with 10000 noisy observations
(5% Gaussian noise over 10 seeds) is shown in Figure 40. Adding noise

5This way, we are able to generate a good start value for the hidden state to improve the
representation power of the DCRNN.
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Figure 39: Real-time RCNN control actions ut ∈ {−1, 0, 1}. Top: Control
actions for the first 200 steps. Bottom: Control actions for the last 200 steps.

at these stages creates a more realistic situation [113, 85]. As displayed,
we were able to train the RCNN with our algorithms to keep the agent’s
rewards and steps taken per episode within a reasonably good threshold
in the true environment.

5.6.2 Chemical process example

The ethylene oxidation process in a nonisothermal continuously stirred
tank reactor is considered in this example. The oxidation process is
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Figure 40: Real-time performance of the trained RCNN control actions in the
mountain car environment.

Table 8: Solution comparison between the proposed method and SGD, Adam,
LBFGS and sLBFGS (ethylene oxidation).

BPTT
algorithm

Approximation
error (MSE) Iter CPU time [s]

SGD 6.7298× 10−3 1500 5.3596× 10
Adam 8.3706× 10−3 1500 4.4071× 10
LBFGS 1.5866× 10−3 46 1.6200× 100

sLBFGS 1.4902× 10−3 1000 1.9693× 10
GRL(m̂r), ω = 2 1.6720× 10−3 200 4.3819× 10
GRL(m̂r), ω = 50 1.4948× 10−3 200 4.2956× 10
GRL(m̂r), ω = 100 1.5043× 10−3 200 4.4190× 10
GRL(m̂r), ω = 200 1.3642× 10−3 200 4.5000× 10

described by the following dimensionless equations [89]:

ẏ1 = u1(1− y1y4)

ẏ2 = u1(u2 − y2y4)−A1e
γ1/y4(y2y4)

0.5

−A2e
γ2/y4(y2y4)

0.25

ẏ3 = −u1y3y4 +A1e
γ1/y4(y2y4)

0.5 −A3e
γ3/y4(y3y4)

0.5

ẏ4 =
u1
y1

(1− y4) +
B1

y1

eγ1/y4(y2y4)
0.5 +

B2

y1

eγ2/y4(y2y4)
0.25

+
B3

y1

eγ3/y4(y3y4)
0.5 − B4

y1

(y4 − Tc)
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Figure 41: RCNN training results for ethylene oxidation process dynamics.
Top: DCRNN identified model in stage I (testing via open-loop simulation);
error = y − ŷ. Bottom: Stage II training of the RCNN. MSE stands for the
mean squared error.

where the continuous observables are given by the dimensionless state
variables yt = [y1,y2,y3,y4], y1,y2,y3,y4 represent the gas density, ethy-
lene concentration, ethylene oxide concentration, and temperature in the
reactor, respectively, at any given time t. The control action is ut = [u1, u2],
where u1 is the feed volumetric flow rate and u2 is the concentration
of ethylene in the feed, with bound constraints 0.0704 ≤ u1 ≤ 0.7042,
0.2465 ≤ u2 ≤ 2.4648. The parameters in the equations above are given
values adopted from [89] (see Table 10). The goal of the process is
to maximize the production of ethylene oxide for a limited reactant
feedstock, starting from an initial state y0 = [0.997, 1.264, 0.209, 1.004]
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Figure 42: Performance of the trained RCNN control actions in ethylene
oxidization process. Top-left: RCNN control inputs ut = [u1, u2] with bound
constraints 0.0704 ≤ u1 ≤ 0.7042, 0.2465 ≤ u2 ≤ 2.4648. Bottom-left:
Simulation squared errors Rt = (ŷt − yref )2. Right: ŷt = [y1,y2,y3,y4] are
the RCNN predictions of the steady-state yref = [y1s,y1s,y3s,y4s].

with a sampling period of ∆t = 9.36. Again, we trained the RCNN
using the algorithms proposed in this chapter, where the control in-
puts ut and environment observables yt were given to the network as
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Table 9: Comparison between the proposed method and selected RNN
structures in the mountain car problem.

Method
Approximation

error (MSE)
Iter CPU time [s]

Vanilla RNN + SGD 2.0034× 10−4 8000 1.0377× 102

DRRRNN + SGD + ℓ1 [215] 3.0245× 10−4 8000 1.5338× 102

DRRGRU + SGD + ℓ1 [215] 1.7761× 10−4 8000 1.6378× 102

Ours (GRL(m̂r), ω = 50) 1.3689× 10−4 250 5.4477× 10

Ours (GRL(m̂r), ω = 200) 1.3435× 10−4 250 5.3771× 10

Table 10: Parameters used in the ethylene oxidation process [89].

Parameter Value Parameter Value

γ1 −8.13 B1 7.32
γ2 −7.12 B2 10.39
γ3 −11.07 B3 2170.57
A1 92.80 B4 7.02
A2 12.66 Tc 1.0
A3 2412.71

inputs and targets accordingly. Here, nu = 2, ny = 4, and we used
m− = m+ = 40, nx = 2, nh = 128, Nu = 1000, nb = 64. Here, σu was
taken to be the identity map with bound constraints enforced through
(5.47), Gr = [1, 1, 1, 1] and Rt is defined by taking the squared difference
between ŷt and a reference point yref , with σr and σy both set to the
identity map so that we have

Rt = (ŷt − yref )2

where we set yref ≡ [y1s,y2s,y3s,y4s] = [0.998, 0.424, 0.032, 1.002], the
open-loop asymptotically stable steady-state of the process provided in
[89]. Note that in this problem, Rt is specified as a cost to be minimized.

The training and identification results are displayed in Figure 41. In
the first identification stage, the effective DCRNN model was trained on
5 randomly generated datasets with trained hidden states from the first

177



dataset used in the second initialization. Simulation performance on the
true system is shown in Figure 42. As shown, the constant control inputs
reported in [89] to bring the process states to the asymptotically stable
steady-state value resembles with what is obtained by our approach, that
is, us = [u1s, u2s] = [0.35, 0.5] in [89].

Regarding the comparison between the proposed GRL(m̂r) algorithm
for training the DCRNN with respect to first-order SGD and Adam opti-
mizers and two quasi-Newton methods (LBFGS and sLBFGS), in Figure 36
we compare the corresponding convergence curves. Although shown to
sometimes converge faster than GRL(m̂r), LBFGS (for which we report
the best results obtained after careful tuning) yields less numerically ro-
bust function approximation results in our examples, as the backtracking
line-search fails most of the time. In particular, failure occurs frequently
when the memory size is as large as 4. The sLBFGS method seems numer-
ically more robust than the LBFGS in our experiments for a small memory
size, but its performance depends heavily on selecting a good adaptive
step-size. For a large memory size, and with the adaptive step-size tech-
nique adopted in our experiments, sLBFGS tends to converge as slow
as a first-order method such as SGD. In summary, GRL(m̂r) compares
favorably overall with respect to the alternative state-of-the-art methods
tested.

In Table 9, we also compare our approach with the vanilla RNN and
recently proposed RNN structures and training methods. In particular,
we compare with two variants of the recently proposed DRRNets [215]:
DRRRNN and DRRGRU. In order to have a feel of the low-rank regulariza-
tion proposed in [215], which leads to a (convex-)cardinality problem, we
trained the respective DRRNets with an ℓ1 regularization (i.e., DRRNets +
SGD + ℓ1). Our choice of these variants for comparison is based on the
results and discussions in the DRRNets paper. As shown, our approach
produces smaller approximation error in fewer number of iterations and
reduced runtime.

All parts of the experiments, including the RCNN models and the
proposed algorithms were implemented in Julia v1.7.2 on a laptop with
dual (2.30GHz + 2.30GHz) Intel Core i7-11800H CPU and 16GB RAM.
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Gradient and Jacobian computations were performed by Julia’s open-
source ForwardDiff.jl [192] package. The first-order algorithms
used for comparison in Figure 36 were provided by Julia’s open-source
Flux.jl [119, 120] package. The continuous dynamical system simula-
tions in example Section 5.6.2 were performed within Julia’s open-source
DynamicalSystems.jl [76] library.
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Part IV

Conclusion and future work
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Chapter 6

Conclusion

In this thesis, we have presented several practical quasi-Newton frame-
works and algorithms for solving large-scale optimization problems in
machine learning and control. Under practical settings, we provided
theoretical guarantees on the convergence of the proposed algorithms
and demonstrated their effectiveness through numerical experiments,
which reveal their competitiveness and superiority over existing state-of-
the-art methods. First, in Chapter 1, we provided a general setup of the
optimization problems considered and presented a motivation for the pro-
posed algorithms. The main contributions of this thesis were presented in
Chapters 2–5, which are organized into two main parts.

In Chapter 2, we proposed GGN-SCORE, a generalized Gauss-Newton
algorithm for solving unconstrained regularized minimization problems,
where the regularization function is considered to be self-concordant. In
this generalized setting, we employed a matrix approximation scheme
that significantly reduces the computational overhead associated with
the method. Unlike existing techniques that impose self-concordance on
the problem’s objective function, our analysis involves a less restrictive
condition from a practical point of view but similarly benefits from the
idea of self-concordance by considering scaled optimization step-lengths
that depend on the self-concordant parameter of the regularization func-
tion. We proved a quadratic local convergence rate for our method under

181



certain conditions, and validate its efficiency in numerical experiments
that involve both strongly convex problems and the general non-convex
problems that arise when training neural networks. In both cases, our
method compare favourably against Adam, SGD, and L-BFGS methods
in terms of per-iteration convergence speed, as well as some machine
learning techniques used in binary classification, in terms of solution
quality.

As we highlighted in Chapter 2, (generalized) self-concordant op-
timization provides very useful tools for implementing and analyzing
Newton-type methods for unconstrained problems. This helps to rec-
oncile the geometric properties of Newton-type methods with their im-
plementations, while providing convergence guarantees. In the pres-
ence of constraints or nonsmooth terms in the objective functions, it
becomes natural to extend these methods via proximal schemes. How-
ever, when the (generalized) self-concordant property is uncheckable
for the objective functions, these methods are no longer applicable and
the convergence guarantees become difficult to prove. In addition to
other related computational issues, Chapter 3 addresses this with a self-
concordant smoothing notion which combines and synthesizes different
regularization/smoothing phenomena, namely: inf-conv regularization,
self-concordant regularization (SCORE), and Moreau-Yosida regulariza-
tion. This approach, leading to two algorithms (Prox-N-SCORE and
Prox-GGN-SCORE), is able to utilize certain properties of generalized
self-concordant functions in the selection of adaptive step-lengths and a
simple variable-metric in the proximal Newton-type scheme. We proved
convergence guarantees for our approach. As demonstrated in numerical
simulations, in most cases, our approach compares favourably against
other state-of-the-art first- and second-order approaches from the litera-
ture.

In Chapter 4, we proved a non-asymptotic guarantee for the optimiza-
tion of a two-layer neural network with explicit regularization using the
generalized Gauss-Newton method. We considered the class of general-
ized self-concordant regularizers under which we quantified the decay
of the objective function throughout the training iterations. The class of
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regularizers share certain epigraphical properties with commonly-used
neural network regularizers, giving a more general perspective on the
global convergence of the Gauss-Newton beyond what, say, ℓ2 regularizer
provides. Numerical simulations revealed several generalization and
stability properties of the optimized neural network model with this class
of regularizers.

In Chapter 5, we proposed an efficient training approach for RCNNs,
a recurrent neural network architecture for data-efficient RL and control.
We presented an approximate Newton framework for training the state-
space model of DCRNNs with convergence guarantee, through the lens
of inexact SQP and numerical linear algebra techniques. The proposed
GRL(m̂r) algorithm efficiently addresses one of the main shortcomings
associated with benchmark BPTT algorithms, viz. requiring excessive
number of iterations to converge to the true solution. The method does
this by exploiting approximate second-order information about the train-
ing data to speed up convergence, with minimal parameters to tune—we
provided a detailed insight on the choice of the main parameter ω in
our algorithm. Numerical examples have shown the efficiency of our
proposed method.

6.1 Future work

The proposed algorithms in this thesis have shown promising results
in solving large-scale optimization problems in machine learning and
control. However, there are several directions for future work that can be
explored to further improve the efficiency and robustness of the proposed
algorithms. Some of these directions include:

• More general constraints: One of the most important extensions of the
proposed algorithms is to consider more general types of constraints in
the optimization problems. Specifically, we are considering problems
with general (nonlinear) equality and inequality constraints, possibly
with nonsmooth regularization terms. One approach is to develop aug-
mented Lagrangian-based methods (and their proximal variants) that
can handle these types of constraints. The versatility of the proposed
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algorithms in this thesis and that of the augmented Lagrangian meth-
ods allow for the development of efficient algorithms that can handle
a wide range of constraints. The main difficulty in this case is in the
design of non-conservative, problem-independent, and efficient strate-
gies for updating the penalty parameter and the Lagrange multipliers
in the augmented Lagrangian methods. Developing such strategies can
help to broaden the applicability of the proposed algorithms to a wider
range of optimization problems.

• Adaptive step-size selection: While the proposed algorithms in this
thesis use adaptive step-size selection strategies, there is still room for
improvement in the design of these strategies. Future work will focus
on developing more sophisticated step-size selection strategies that can
use additional information about the optimization problem to adapt
to the local geometry of the optimization landscape. This can help
to further improve the convergence properties of the algorithms and
make them more robust to different types of optimization problems.

• Adaptive smoothing parameters: The proposed algorithms in Chapter
3 use fixed smoothing parameters for the regularization terms. This
restricts the flexibility of the algorithms, as fixed smoothing parameters
work well only under certain conditions. In future research, we will ex-
plore efficient strategies for adjusting the smoothing parameters during
the optimization process. The use of adaptive smoothing parameters
(particularly those that become smaller as the optimization progresses)
will help discourage the destruction of certain properties that we aim
to preserve in the solution of the optimization problem. This in turn
will help to improve the convergence properties of the algorithms.

• Parallel and distributed optimization: The proposed algorithms can
be extended to exploit parallel and distributed computing environ-
ments to speed up the optimization process. One of such use cases is in
federated learning. In future work, we will adapt the proposed algo-
rithms to work in a federated learning setting, where the optimization
process is performed in parallel on multiple devices, and the results are
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aggregated to obtain a global model. This will help to improve the scal-
ability of the algorithms and make them more suitable for large-scale
optimization problems.

• Application to real-world problems: Beyond the simulated environ-
ments and datasets used in this thesis, the proposed algorithms can be
applied to real-world optimization problems in machine learning and
control. This will help to validate the effectiveness of the algorithms in
practical settings and demonstrate their competitiveness with existing
state-of-the-art methods. Applying the algorithms to real-world prob-
lems will also help to identify potential limitations of the algorithms
and guide future research directions.

• Theoretical analysis: In future work, the convergence analysis of the
proposed algorithms will be extended to cover more general classes
of optimization problems. This will help to provide more practical
insights into the convergence properties of the algorithms, thereby
establishing their reliability in real-world applications.
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