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Abstract

This thesis explores innovative empirical models in interna-
tional economics, leveraging machine learning techniques and
a dose-response method to address issues of multidimension-
ality, heterogeneity, and nonlinearity, while exploiting detailed
firm- and product-level microdata.

Firstly, we investigate the capacity of machine learning tech-
niques to forecast the firm’s exporting status. Analyzing com-
prehensive financial accounts and firm-and industry-specific
data from French manufacturing firms (2010-2018), we demon-
strate that machine-learning methodologies can accurately fore-
cast a firm’s exporting status with up to 90% accuracy. Unlike
traditional econometrics, our method handles multidimen-
sional data and exploits it to model non-linear relationships
among endogenous predictors, thus proving a valuable tool
for targeted trade promotion programs.

Next, we assess the heterogeneous impacts of the EU-Canada
Comprehensive Economic and Trade Agreement (CETA) on
French trade using a causal machine learning approach. Em-
ploying a non-parametric matrix completion algorithm rooted
in potential outcome models, we predict multidimensional
counterfactuals at the firm, product, and destination levels,
capturing complex interactions without assuming functional
forms. Using predicted potential outcomes allows us to un-
cover significant heterogeneity in the trade agreement’s ef-
fects, which conventional average effects models might over-
look. Furthermore, our methodology is suitable to evaluate
spillover effects. Within our framework, these manifest as
classical Vinerian diversion effects, wherein trade to Canada

xxi



partially substitutes for trade outside Canada, especially for
products with a higher elasticity of substitution.

Lastly, we examine the learning-by-exporting phenomenon
by isolating the effect of export intensity on firm productivity
from the endogenous selection into exporting status. Using a
dose-response model that treats export intensity as a contin-
uous treatment affecting firm productivity, we move beyond
traditional binary treatment models to provide insights into
how this relationship evolves across the full spectrum of ex-
port intensity values. Our findings indicate that productiv-
ity gains from exporting are non-linear, with firms needing
to achieve a 60% export intensity threshold to fully capitalize
on knowledge spillovers and effectively compete in interna-
tional markets.

Overall, this research expands the frontier of empirical re-
search in international economics, revealing insights into the
complex dynamics of trade through innovative methodolo-
gies.
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Introduction

Disclaimer: This chapter has undergone revisions with the assistance of ChatGPT. While the con-
tent and ideas remain my own, ChatGPT was used to help refine language, structure, and clarity
throughout the revision process.

Trade is inherently complex, with various stakeholders responding
differently to technological changes, consumer preferences, regulations,
and geopolitical shifts. These multidimensionality and heterogeneity
complicate the identification of causal relationships and the disentan-
glement of the impact of shocks from other contextual dynamics. The
advent of detailed firm and product microdata has revolutionized inter-
national economics by offering granular insights into trade patterns and
firm behavior that were previously unattainable with traditional aggre-
gate data. However, these disaggregated data introduce new challenges,
complicating empirical analyses and necessitating advanced empirical
methods. While invaluable, indeed, granular data exacerbate estimation
complexity by revealing intricate relationships that, if not properly ad-
dressed, could lead to biased results.

For instance, a firm’s decision to enter the export market results from
a complex interplay of firm-specific characteristics, industry conditions,
and external influences. Larger firms are often better able to manage the
costs associated with entering foreign markets, while innovative firms
have a greater capacity to create products that appeal to global consumers.
High-tech industries typically produce goods with international appeal
and encourage export engagement, whereas firms in competitive sectors
seek new markets to diversify domestic dependencies. Each factor holds

1



significance on average, yet their interactions vary across specific indus-
tries and competitive environments.

Once involved in international trade, firms face decisions on export
volume and target destinations. Factors such as demand strength, growth
potential, and technological advantages incentivize higher export inten-
sities, while market saturation, competitors, and consumer preferences
influence profitable export destination choices. Additionally, tariffs, non-
tariff barriers, and trade agreements significantly impact the costs and
benefits of entering foreign markets. The interactions among these fac-
tors affecting export intensity and target destinations exhibit significant
nonlinearity, meaning that changes in one variable can yield dispropor-
tionate and sometimes unpredictable effects on others. For example, a
tariff reduction might boost exports of advanced products, but this could
be mitigated by market saturation or competition. Similarly, increased
export intensity from strong demand growth might be offset by higher
production costs or logistical challenges.

Understanding these complex dynamics is essential for formulating
effective trade policy. However, this necessitates sophisticated empirical
models that can accommodate the nonlinear and multifaceted nature of
international trade dynamics.

In this context, machine-learning algorithms offer robust tools for
identifying patterns and extracting meaningful insights from noisy data
(Athey & Imbens, 2019). These techniques handle heterogeneity and
nonlinear relationships (Athey, 2018; Mullainathan & Spiess, 2017), of-
fering the potential to uncover hidden structures and manage the mul-
tidimensionality of firm and product attributes. Moreover, recent devel-
opments in causal machine learning have provided helpful identification
strategies in program evaluation, accounting for heterogeneous causal
effects and endogeneity (Athey & Imbens, 2017; Chernozhukov et al.,
2018; Wager & Athey, 2018).

Machine learning applications in economic research have grown sub-
stantially over the last decade. For example, Deryugina et al. (2019) used
Cox-Lasso machine learning to estimate the causal impact of air pollu-
tion on medical costs in the context of predicted versus observed coun-

2



terfactuals. Handel and Kolstad (2017) explored the heterogeneity of
treatment effects on health behaviors induced by access to wearable tech-
nologies using a recursive partitioning model developed by Athey and
Imbens (2016). The strengths of machine learning in dimensionality re-
duction and data extraction have also enhanced classification tasks. No-
table examples include terrorism risk assessment (Limodio, 2022), tex-
tual analysis of political speeches (Gentzkow et al., 2019), measuring
CEO performance (Bandiera et al., 2020), understanding health behavior
(Chandra et al., 2024), and economic specialization (Bartelme et al., 2024).
Moreover, machine learning methods have proven instrumental in fore-
casting, identifying financial and banking crises (Alessi & Detken, 2018;
Bluwstein et al., 2023; Joy et al., 2017) and using new data sources for
prediction, including scanner data for demand forecasting (Bajari et al.,
2015) and human resources data for employee performance (Chalfin et
al., 2016). Policy targeting has also consistently improved through data-
driven decision-making models such as personalized pricing strategies
(Dubé & Misra, 2023) and credit institutions’ lending decisions (Dobbie
et al., 2021).

Despite these advancements, machine learning applications in inter-
national economics remain limited, likely because of the complexity and
specificity of the trade data. However, some promising examples have
recently emerged. Breinlich et al. (2022) and Kim and Steinbach (2023),
for example, apply machine learning techniques (lasso and several exten-
sions) to identify PTA provisions that are most important for increasing
trade flows. Gordeev and Steinbach (2024) employ machine learning to
identify the most critical determinants of the countries’ inclusion in PTA
provisions, such as competition for export markets, geographic proxim-
ity, and governance quality. Focusing on forecasting, Jaax et al. (2024)
developed a model to nowcast aggregate services imports and exports
using monthly services trade data. Similarly, Gnecco et al. (2023) used a
matrix completion algorithm to predict the revealed comparative advan-
tages (RCAs) of countries in different product categories.

This thesis aims to contribute to this emerging literature by provid-
ing three case studies that apply novel methodologies to address distinct
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challenges in international trade studies arising from multi-dimensionality,
nonlinearity and heterogeneity.

In Chapter 11, we employ machine learning methods to predict a
firm’s extensive margin of trade while trying to identify the drivers of ex-
port potential. Motivated by a substantial body of literature linking firm
heterogeneity with their trading status (Bernard & Jensen, 1999; Bernard
et al., 2012; Hottman et al., 2016; Lin, 2015; Melitz, 2003; Melitz & Otta-
viano, 2008; Melitz & Redding, 2014), we argue that exporters’ financial
profiles differ significantly from those of non-exporters because of the
unique cost structures required to sustain export fixed costs and navigate
foreign market regulations and consumer preferences (Aw et al., 2023).
Therefore, we commence by assembling an expansive and inclusive ar-
ray of economic and financial predictors capturing diverse firm and in-
dustry attributes. Leveraging advanced machine learning techniques,
we achieve robust prediction accuracy, surpassing 90% in discerning be-
tween firms engaged in export activities and those that are not.

The inherent endogeneity of our predictors, posing challenges in con-
ventional econometric frameworks, enhances the explanatory power of
our models by offering insights into the degree to which a firm mirrors
a successful exporter. Notably, among the algorithms tested, tree-based
models demonstrated the highest precision, emphasizing the intricate in-
terplay of non-linear interactions among firm characteristics. Defining a
successful exporter reveals to be a challenging task, particularly consid-
ering the variable relevance of firm attributes contingent upon the dy-
namics of respective industries and geographical contexts.

The final outcome of our predictive exercise manifests in an export
score ranging from zero to 100, serving as a metric akin to credit scoring
(Altman, 1968; Altman et al., 2000; Merton, 1974), thereby offering in-
sights into a firm’s internationalization strategies and creditworthiness.
Following rigorous validation against diverse definitions of exporters
and various training methodologies, we perform a detailed examination

1This chapter is based on the paper: F. Micocci, A.Rungi ”Predicting Exporters with
Machine Learning.” World Trade Review 22.5 (2023): 584-607.

4



of the predictive power of individual predictors, highlighting how they
offer valuable information on trade potential at different levels of aggre-
gation.

Chapter 22 introduces a novel causal machine learning approach to
estimate the impact of a free trade agreement (FTA). Trade agreements
wield significant influence over international trade patterns, yet their im-
pact estimation is complicated by self-selection and heterogeneity. Firms
that choose to export under a trade agreement may differ systematically
from those that do not, leading to biased estimates. Additionally, prod-
ucts included in trade agreement provisions may already have larger
markets for trading partners before the treaty.

Conventional empirical methods such as difference-in-differences, re-
gression discontinuity designs, and structural models have traditionally
addressed these challenges (Baier & Bergstrand, 2007; Head & Mayer,
2014), but frequently yield unstable and fragile estimates (Baier et al.,
2019). Our methodological innovation proposes a causal machine-learning
approach to investigate the impact of the EU–Canada Comprehensive
Economic and Trade Agreement (CETA) on French trade, using monthly
customs data on the universe of French exports. Specifically, we adapt a
matrix completion algorithm tailored for causal panel data (Athey, Bay-
ati, et al., 2021) and grounded in potential outcome models, to estimate
causal effects after predicting unobserved counterfactual outcomes. No-
tably, using non-parametric methods allows us to predict potential out-
comes effectively amidst non-linearities without imposing stringent as-
sumptions on functional forms or the data-generating process.

By treating French customs data as an observed outcomes matrix par-
titioned between treated and untreated observations, both pre- and post-
CETA, we strategically exclude entries corresponding to treated units
post-treatment. Leveraging information encapsulated within remaining
observed entries, we derive counterfactual predictions in the absence of
treatment, thereby obtaining estimates of multidimensional treatment ef-

2This chapter is based on L. Fontagn’e, F. Micocci, A. Rungi ”The heterogeneous impact
of the EU-Canada agreement with causal machine learning”, available at arXiv:2407.07652
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fects across products, firms, and export destinations.
Our analysis at the product level reveals a positive impact of CETA

on French exports, evidenced by an average short-term increase of 1.28%
in product flows to Canada following the agreement’s implementation.
Concurrently, approximately 13.1% of newly introduced French prod-
ucts accessed the Canadian market for the first time, with 11.9% exiting
due to the new trade provisions.

At the firm level, multiproduct firms exhibited increased exports of
their already most exported products to Canada after the CETA. This
result aligns with the theoretical framework proposed by Mayer et al.
(2021) and Eckel and Neary (2010), which suggests that multiproduct
exporters reallocate their product mix in response to demand shocks in
the export markets.

Crucially, our matrix-completion methodology unveils heterogeneous
treatment effects associated with trade agreements, enabling complex
evaluations across entire distributions of estimated treatment effects. In
our analysis, we observed both positive and negative impacts. More-
over, we identify positive associations between treatment effects on in-
dividual products and a metric of revealed comparative advantage for
French exporters relative to global peers, while product churn outcomes
correlate positively with elasticity of substitution. Notably, such hetero-
geneity would be masked in more traditional estimations, such as DID,
which are frequently employed by international offices to evaluate the
impact of FTAs.

Furthermore, our approach detects the classical Vinerian diversion ef-
fect (Viner, 1950) whereby intra-PTA trade partially substitutes for trade
with non-PTA members, underscoring the policy spillovers inherent in
trade agreements.

In Chapter 3, we investigate the impact of export intensity on firm
performance by building on the learning-by-exporting (LBE) hypothesis,
positing that firms enhance their operational efficiency through exposure
to international markets. The theoretical foundation of the LBE includes
knowledge spillovers (Eaton & Kortum, 2002; Grossman & Helpman,
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1991), competitive pressure (Atkeson & Burstein, 2010; Clerides et al.,
1998), and resource reallocation exploiting economies of scale (Helpman
et al., 2004). However, empirical evidence on the LBE effect is mixed,
with some studies finding significant productivity gains from exporting
(De Loecker, 2007), and others reporting minimal or even negative effects
(Bernard & Jensen, 1999; Greenaway & Kneller, 2008; Wagner, 2007).

Our study offers a distinct perspective, aiming to disentangle the im-
pact of export intensity on firm performance from the confounding ef-
fects of self-selection biases inherent in exporting behaviors driven by
firm heterogeneity. Adopting a potential outcome framework, we esti-
mate a dose-response function for permanent exporters, considering ex-
port intensity as a continuous treatment that impacts firm productivity.
This approach enables us to go beyond single average effect estimation
by mapping the effect as a function across varying levels of treatment
intensity, thereby revealing the underlying pattern of the causal relation-
ship across the entire spectrum of export intensity.

Our findings substantiate the hypothesis that firms accrue productiv-
ity benefits from exporting only upon attaining critical mass in export
volumes. At lower export intensities, firms necessitate to develop ab-
sorptive capacities and logistical efficiencies to derive productivity gains
from foreign markets. As export intensity escalates, firms streamline pro-
duction processes to sustain competitiveness, ultimately improving pro-
duction processes. Consequently, substantial productivity gains associ-
ated with exporting, fueled by LBE mechanisms, manifest only beyond
a minimum threshold of export intensity.

Empirical analysis of French firm-level data spanning 2010-2018 cor-
roborates this hypothesis. Following Cerulli (2015), we estimate a dose-
response function that maps export intensity to a firm’s productivity,
finding a nonlinear relationship. Exporting firms do not immediately
experience benefits from increased export intensity, but significant re-
wards are observed when the export-sales ratio surpasses 60%. Beyond
this threshold, productivity notably escalates as exporting becomes a pri-
mary revenue driver. Conversely, for values below 5%, exporting ex-
hibits minimal impact on production processes, likely reflecting more

7



passive exporting behaviors.
Additionally, we identify a ”low-productivity trap” within the range

of 5-35% export intensity. In this interval, exports negatively affect pro-
ductivity, as firms allocate resources towards exporting infrastructure
without seeing corresponding returns. We further show that the 35%
threshold distinguishes groups of exporters who then maintain simi-
lar levels of foreign activities in subsequent years. Firms below this
threshold struggle to exceed it, maintaining moderate export intensity
levels over time, while those surpassing the threshold consistently sus-
tain heightened export intensities in subsequent periods.

Furthermore, sector-specific and technological trajectory analyses fol-
lowing Pavitt’s Taxonomy, reveal that the impact of export intensity on
firm performance varies significantly. This highlights the importance of
considering industry-specific factors when assessing the benefits of ex-
port intensity.

The three chapters of this thesis rely on French data, with France serv-
ing as a compelling case study in international economics due to its po-
sition as a leading economy within the European Union (EU), its diverse
industrial structure, and its historical engagement in international trade.
As part of the EU, one of the world’s largest trading blocs, France’s trade
policies not only reflect its national interests but also align with broader
EU strategies aimed at protecting domestic industries while fostering in-
ternational competitiveness.

France’s diverse economy, encompassing sectors ranging from agri-
culture to high-tech industries, provides a rich foundation for analyzing
trade dynamics across various industries. This economic heterogeneity
enables researchers to examine how different types of firms respond to
trade policies and market conditions, generating insights that have the
potential to be generalized to other contexts. This is further facilitated by
the availability and quality of granular firm-product-level data provided
by institutions such as the French National Institute of Statistics and Eco-
nomic Studies (INSEE) and the Customs Agency. The richness of such
data is invaluable for empirical research, allowing scholars to control for
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numerous factors and isolate the specific effects of trade dynamics with
a high degree of precision.

Geography also plays a pivotal role in France’s trade dynamics. Its
central location within Europe, combined with its extensive transporta-
tion networks, positions France as a vital hub for both regional and inter-
national trade. In addition, France’s colonial past has left a lasting legacy
on its trade patterns. Historical ties with former colonies in Africa, the
Caribbean, and Asia have shaped unique economic relationships, influ-
encing the composition and direction of French trade. These colonial-era
trade networks continue to impact contemporary trade flows and pro-
vide an important context for understanding France’s trade dynamics,
particularly in terms of market access, supply chains, and economic in-
terdependence. The intersection of geography and historical trade net-
works thus offers a rich area for analyzing how spatial and historical
factors influence export patterns.

The interplay between firm heterogeneity, trade policies, historical
ties, and the geographical distribution of trade creates a robust context
for understanding broader international trade phenomena. As France
navigates the challenges and opportunities presented by globalization,
its experiences yield important lessons for policymakers and researchers
seeking to address the complexities of international trade.

By leveraging this relevant case study, our research demonstrates the
potential of machine learning techniques and dose-response methods in
addressing the complexities of international trade analysis. By utilizing
comprehensive firm- and product-level data, these methodologies have
uncovered intricate interactions and causal relationships that traditional
approaches may overlook. Our findings contribute to the literature by
offering novel insights into predicting export potential, estimating the
effects of trade agreements, and understanding the non-linear impact of
export intensity on firm performance. Moreover, the integration of these
innovative methods advances the analytical tools available for studying
international trade, paving the way for more disaggregated and robust
policy analysis.
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Chapter 1

Predicting Exporters with
Machine Learning

This chapter is based on the paper: Francesca Micocci, Armando Rungi ”Pre-
dicting Exporters with Machine Learning.” World Trade Review 22.5 (2023):
584-607 available at https://doi.org/10.1017/S1474745623000265.

Disclaimer: This chapter has undergone revisions with the assistance of ChatGPT. While the con-
tent and ideas remain my own, ChatGPT was used to help refine language, structure, and clarity
throughout the revision process.

1.1 Introduction

Building trade capacity is a purpose of many international and national
agencies. The World Trade Organization provides special support pro-
grams for developing countries to better integrate into the multilateral
trading system. On the other hand, many developing and developed
economies prefer to establish their facilitative agencies to provide firms
with information, technical advice, marketing services, and policy advo-
cacy about access to foreign markets.

The general idea is that there are opportunities for gains from trade,
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yet not all firms have the same ability to sell their goods and services
abroad. Exporting activity entails beach-head costs when handling dif-
ferent regulatory environments, meeting different consumer tastes, and
establishing marketing and logistics channels. Only some more produc-
tive firms may be able to self-select into exporting status. In contrast,
other companies may not have the necessary skills or resources to pro-
pose in foreign markets1. Hence, the necessity to resort to trade pro-
motion programs to fill the gap and help firms build trade capacity to
take advantage of open markets. Eventually, openness to trade is a de-
terminant of economic growth insofar as it allows exploiting differential
comparative advantages and economies of scale. Companies can benefit
while tapping into foreign technology and raising aggregate productiv-
ity in the home countries 2.

Against the previous background, our simple intuition is to adopt
machine learning techniques to evaluate how far a company is from
reaching an export status based on the assumption that firms’ accounts
convey non-trivial information on firm-level trade capacity. In other
words, we propose to train an algorithm on in-sample financial state-
ments to predict out-of-sample firms’ ability to start exporting. Our in-
tuition follows what financial institutions make to predict credit risk, for
example, in the case of traditional Altman’s Z-scores (Altman, 1968) or
Merton’s Distance-to-Default (Merton, 1974). Unlike credit risk litera-
ture, our problem is not to check if a company is proximate to bankruptcy.
On the contrary, our challenge is to measure how far a company is from
being healthy enough to start and propose on foreign markets.

We begin by training different machine learning techniques on a sam-
ple of 57,016 manufacturing firms in France, which may have exported or
not in 2010-2018. Following statistical standards, we randomly partition
the initial sample in an 80-20 proportion to separate it into a training and

1For a review of the arguments according to which only the most efficient firms can self-
select into an export status and the consequences on the sources of gains from trade, see
among others Bernard and Jensen, 1999; Bernard et al., 2012; Hottman et al., 2016; Melitz
and Redding, 2014

2Seminal works identify macroeconomic linkages between trade openness, technolog-
ical progress, and economic growth. See Grossman and Helpman, 1990, Rivera-Batiz and
Romer, 1991, Romer, 1994, Barro and Sala-i-Martin, 1997.
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a testing set. Therefore, we train different models armed with a battery of
52 predictors that we believe may contain non-trivial information on ex-
porting abilities. Then we use the trained models to obtain distributions
of out-of-sample predictions that can be useful to assess a company’s
distance from exporting capability. In simple terms, the exporting score
summarizes how much a non-exporter looks like an exporter.

Crucially, we find that our procedure correctly separates exporters
from non-exporters with an accuracy of up to 90%. The latter is a fig-
ure we obtain from a horse race among different algorithms. We find
that a Bayesian Additive Regression Tree with Missingness not at Ran-
dom (BART-MIA) (Kapelner & Bleich, 2015) is the procedure that pro-
vides the most robust predictions. The BART-MIA is a regression tree
with a Bayesian component for regularization through a prior specifi-
cation that allows flexibility in fitting various regression models while
avoiding strong parametric assumptions (Hill et al., 2020). What makes
BART-MIA especially useful for our case is the possibility of exploiting
additional predictive power from non-random missing values on predic-
tors. The latter is a feature that is especially useful in catching business
dynamics when coverage of financial accounts is likely to be correlated
with other dimensions, e.g., firms’ size or productivity, which, in turn,
can correlate with firms’ export status. In our case, we assess that con-
sidering non-random missing values helps us increase prediction accu-
racy by about 14.4%. Eventually, we ensure that prediction accuracies
are robust to different definitions of exporters and to the presence of dis-
continuous exporting activity (Békés & Muraközy, 2012; Geishecker et
al., 2019). The last check is especially relevant in the case of smaller ex-
porters, or when exporters specialize in manufacturing capital goods,
whose relationships with customers entail several breaks in the time se-
ries.

Our framework is also robust to different cross-validation strategies
since we obtain similar performance by randomly picking training and
testing subsets in different ways, albeit from a unique sample. Finally,
we test that reducing the set of predictors brings lower levels of accu-
racy after we perform a Least Absolute Shrinkage and Selection Oper-
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ator (LASSO) for dimensionality reduction (Ahrens et al., 2020; Belloni,
Chernozhukov, et al., 2013; Belloni et al., 2014, 2016).

After assessing which tool is better at predicting exporters, we delve
into the prediction power of single predictors, i.e., how much they con-
tribute to getting good predictions. The practical utility of this exercise
is to show that there may be, indeed, some dimensions of the firms’ eco-
nomic activity that correlate relatively more with their trade potential.
Thus, following Chipman et al. (2010), we implement a procedure to de-
rive Variable Inclusion Proportions (VIPs), which can be interpreted as pos-
terior probabilities (Bleich et al., 2014). Crucially, we discuss how VIPs
have a relevant internal validity since they catch predictive power within
the given testing vs training sets. Yet, we may not attribute them any
external validity because predictors can change their power in different
contexts. Indeed, we discuss how such changes in different contexts and
sub-populations could actually be informative of the changing resilience
of firms and from where it comes. For example, in the French case we
study, the difference we observe in the model’s selection of influential
predictors between Île-de-France and the rest of France suggests there
are geographic-specific firms’ dynamics. The same predictors may or
may not play a major role in the probability of exporting, depending on
the specific technological characteristics of the production environment.

The final sections discuss how we see exporting scores applied in
practice. We suggest looking at baseline predictions to derive a proba-
bilistic exporting score to a firm, i.e., a score summarising how similar
a non-exporter is to benchmark exporters on a scale from 0 to 1. We ar-
gue that exporting scores could be helpful for trade promotion or trade
finance programs. After aggregation, we show how they can represent
an additional tool to describe the trade competitiveness of regions or in-
dustries.

Finally, to briefly illustrate the practical utility of exporting scores,
we classify firms into risk categories and provide simple back-of-the-
envelope estimates of how much cash resources and capital expenses
they would need to reach export status. We find that increasing cash
and capital is required to reduce the distance from export status. For
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example, in the case of medium-risk firms, i.e., firms that have just be-
low 50% probability of exporting, we show a need for up to 44% more
cash resources and up to 246% more capital expenses to reach full export
status.

The remainder of the paper is organized as follows. We relate to pre-
vious literature in Section 1.2. We introduce data and sample coverage in
Section 1.3, whereas Section 1.4 discusses the empirical strategy. Results
are commented on in Section 1.5, while robustness checks are discussed
in Section 1.6. A specific Section 1.7 tests for the sensitivity of predictions
to the phenomenon of temporary trade, while a practical use of exporting
scores is presented in Section 1.10. Section 1.11 concludes.

1.2 Related literature

Most countries worldwide implement trade promotion programs that
envisage the expenditure of substantial amounts of public funds. Thus, it
is hardly surprising that there have been concerns about the efficacy and
effectiveness of those support programs. Interestingly, Volpe Martincus
and Carballo, 2008 show how export promotion actions are usefully asso-
ciated with increased exports by already trading firms and traded prod-
ucts, i.e., the intensive margin. In terms of extensive margins, i.e., the
increase of firms and products crossing national borders, Volpe Martin-
cus et al., 2010 show that an influential role is often played by the estab-
lishment of diplomatic representations, especially in the case of produc-
ers of homogeneous goods. In general, activating new trading relation-
ships may require various services bundled into more complex export
promotion programs (Volpe Martincus & Carballo, 2010a). Eventually,
a majority of studies investigate how effective a policy is on the ex-post
companies’ exporting performances while controlling for cherry-picking
Volpe Martincus and Carballo (2010b). In general, Van Biesebroeck et al.,
2016 demonstrate how trade promotion programs have been a vital tool
to overcome economic crises, such as recovery after the global recession
in 2008-2009.

In this context, our contribution focuses explicitly on the possibility of
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increasing the trade extensive margin proposing a measure of the ability
of non-exporters to start exporting. From this perspective, what we pro-
pose is a pure prediction exercise based on the intuition that exporters
are statistically different from non-exporters. Exporters, indeed, exhibit
significant differences from non-exporters across various dimensions, in-
cluding productivity, firm size, wage levels, and market behavior. In this
sense, we rely on a two-decades-long strand of research that has estab-
lished such a connection between firms’ heterogeneity and trading status
(Bernard & Jensen, 1999; Bernard et al., 2012; Hottman et al., 2016; Lin,
2015; Melitz, 2003; Melitz & Ottaviano, 2008; Melitz & Redding, 2014).
Our intuition is that a prediction of export status is possible only be-
cause we know that exporters have different cost structures than non-
exporters. After all, they have to sustain the fixed costs to gain access to
foreign markets, where regulations and consumer tastes can differ much
from home (Aw et al., 2023), and where shipping is costly. These cost
structures should be visible in the financial accounts of the firm, as they
reflect the expenditures associated with international expansion, such as
logistics, compliance with foreign regulations, and adaptation to market
preferences. Thus, we demonstrate that starting from a comprehensive
battery of economic and financial predictors allows indeed separating
exporters from non-exporters with a relatively high prediction accuracy,
up to 90%.

Please note that ours is not a classic policy evaluation exercise nor a
structural model to understand the determinants of export status. We
do not want to assess whether any specific policy design works to sup-
port would-be exporters. Moreover, in contrast with the established lit-
erature on estimating export probability (Becker & Egger, 2013; Bernard
et al., 2007; López, 2005; Minetti & Zhu, 2011), we do not seek to es-
tablish causal relationships between firm characteristics and exporting
behaviour. Our main interest lies in reaching the highest prediction per-
formance in measuring the ability of non-exporters to start exporting,
without assuming specific functional forms linking the predictors with
the outcome variable, nor selecting ex ante the relevant characteristics af-
fecting export behaviour. Ours is a simple scoring exercise in the fashion

15



of what one can find in previous literature about credit scoring, where
there is a long tradition to try and spot firms in financial distress based
on the disclosure of financial accounts. See seminal attempts with Z-
scores by Altman, 1968; Altman et al., 2000, and Distance-to-Default by
Merton, 1974, where some specific threshold is set as a rule of thumb to
say whether a firm is financially sound and worthy of credit. Nowadays,
most financial institutions adopt predictive models to evaluate credit
risk, including machine learning (Uddin, 2021). A statistical learning ex-
ercise to spot financially distressed firms, i.e., so-called zombie firms, is
reported in Bargagli-Stoffi et al., 2020. See also the exercises on firm-
level correlations to spot investment-to-cash-flow sensitivities and as-
sess time-varying financial constraints (Almeida et al., 2004; H. ( Chen
& Chen, 2012; Fazzari et al., 1988).

The additional difficulty in our exercise is that we want to score suc-
cess, i.e., the ability of a firm to outreach across national borders. In con-
trast, credit risk analyses take as reference previous firms’ failures, i.e.,
their distance-to-default. Yet, we argue, the intuition is the same: to get
as benchmark firms that realized an outcome, in our case, an export sta-
tus, and thus measure how far we are from that outcome. Eventually,
we can also relate to literature on trade finance. We know very well
that routine access to trade credit is needed to outlive foreign markets,
and well-functioning financial markets are crucial to export performance
(Lin, 2017; Manova, 2012). Eventually, external finance helps firms gain
and keep access to foreign markets despite the high beach-head costs, es-
pecially for smaller producers who have a reduced ability to provide col-
lateral to financial institutions (Chor & Manova, 2012). In this context, we
believe exporting scores are potentially valuable to better target financial
institutions’ credit policies in a familiar way, e.g., by considering credit
risk classes. To better grasp our previous intuitions, we propose a simple
back-of-the-envelope exercise that estimates, ceteris-paribus, how much
cash resources and capital expenses firms need to switch across low,
medium and high-risk classes. In this context, the ”risk class” refers to
the financial and operational risk that a Trade Promotion Agency would
face when attempting to promote trade activities for firms with insuf-
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ficient productivity levels to engage in international markets indepen-
dently. By estimating the capital and cash resources needed for firms to
transition across these different risk classes, we can better understand
the financial commitments required for firms to become fit for export,
and therefore, how much a Trade Promotion Agency should invest to
help firms overcome the obstacles to international trade.

Moreover, from a macroeconomic viewpoint, one can use firms’ scor-
ing as yet another indicator of the competitiveness of an economy (or lack
thereof). Inspired by so-called growth diagnostics, international and na-
tional statistics offices have developed frameworks for assessing the po-
tential of countries, regions, and industries to compete in international
markets. See, for example, works on measuring trade competitiveness
(Gaulier et al., 2013; Reis et al., 2010). In the case of French manufactur-
ing, we show how potential exporters are unevenly distributed across
industries and regions. We believe there is no reason why an indicator
like ours about the potential of extensive margins should not find room
in a standard trade diagnostic kit.

Finally, we want to remark on how ours is one of the first attempts to
exploit statistical learning techniques in international economics. As far
as we know, only a few notable efforts are in progress (see M. Gopinath et
al., 2020 and Breinlich et al., 2021). Yet, we believe that statistical learn-
ing exercises have great potential and should find their way in a field
like international economics, where one often needs to extract valuable
information from big and complex datasets, which can be dealt with by
a combination of both predictive tasks and standard causal inference ex-
ercises (Athey, 2018; Mullainathan & Spiess, 2017).
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1.3 Data

We source firm-level information from ORBIS3 compiled by the Bureau
Van Dijk. Notably, France is a much-explored case study of firm-level
trade data, due to its position as a leading economy within the Euro-
pean Union (EU), its diverse industrial structure, its historical engage-
ment in international trade, and the high quality and granularity of its
firm-product-level data. This allows us to confront previous literature.
See among others Crozet et al., 2012 and Fontagné et al. (2018).

Our main outcome of interest is the export status of a firm that we
derive from information on export revenues 4. Prima facie, we will con-
sider a firm as an exporter if it reports positive export revenues. Then,
in Sections 1.6 and 1.7, we will challenge our baseline definition to com-
ply with the phenomenon of temporary trade (Békés & Muraközy, 2012)
when it is optimal for firms to export every once in a while. As for firm-
level predictors of exporting status, we employ a battery of 52 indicators
elaborated on original financial accounts that we use to train our mod-
els. Further details on our choice are discussed in Section 1.4.2, while
we include the list of predictors with a complete description in the Data
Appendix.

To grasp the coverage of our sample, we draw Figure A2.1 and Ta-
ble A2.1, reported in the Appendix A. Figure A2.1 shows how relevant
exporters are in every NUTS-2 region in France, as from our sample. Ta-
ble A2.1 compares sample industry coverage with the one provided by
Eurostat census in 2018. We do find that we have fair coverage by 2-
digit industries since the correlation by industry shares is about 0.90. Yet,
according to Eurostat business demographics, our sample covers 32.6%

of firms’ population which represents about 75% of total operating rev-

3The ORBIS database has become a standard source for global firm-level financial ac-
counts. For a previous usage of this database, among others, see G. Gopinath et al., 2017,
Cravino and Levchenko, 2016, Del Prete and Rungi, 2017, and Del Prete and Rungi, 2018.
It complements financial accounts with other information from different sources on own-
ership, corporate governance, and intellectual property rights, which we also use for pre-
dictions in the following analyses.

4Interestingly enough, French firms must report revenues from exports separately, as
from the subsequently amended Règlement n. 99-03 du Comité de la réglementation comptable.
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enues in France. As largely expected, we cannot retrieve the financial
accounts of smaller firms because they are not required to comply with
accounting regulations in the same way as medium and larger ones. See
also a comparison by class categories with Eurostat in Appendix Table
A2.2. In the following paragraphs, we will show how our baseline anal-
ysis can handle non-random missing values in financial information.

1.4 The empirical strategy

Our main intuition is that we can predict out-of-sample exporting ca-
pability based on the in-sample experience of both exporters and non-
exporters. The first step is to find the best algorithm that is able to sepa-
rate exporters and non-exporters after conditioning on financial informa-
tion. Our prior is that exporters and non-exporters are statistically dif-
ferent, as acknowledged by previous literature reported in Section 1.2.
Thus, once we assess the method that assures the best predictive accu-
racy with the minimum numbers of false positives and false negatives
(see Section 1.5.1), we can test out-of-sample and use the distribution of
predictions to assign each firm an exporting score that is bounded, by
construction, in an interval from 0 to 1. The higher the score, the better
the chances a firm is able to make it on foreign markets.

In Figure 1, we report a visual fictional representation of our intu-
ition. Assuming that we did a good job in training and that prediction
accuracy is acceptable, we can reasonably test on new firms and locate
actual exporters at the end of the right tail of the distribution of export-
ing predictions. Thus, any ith non-exporting firm located on the left of
predicted exporters will come with a positive distance, which will con-
vey non-trivial information on how viable that firm is to start exporting.
In other words, we take as a reference point the export status at 1 and,
thus, we check how far a company is from that reference point.

Eventually, in Section 1.8 we provide a framework for the interpretabil-
ity of predictors by catching the influence of each of them in getting the
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exporting scores. That is, we are able to sum up how important one
predictor is with respect to the entire set in any out-of-sample exercise
we may run. Obviously, given the predictive nature of our analyses, we
won’t be able to attach any causal interpretation to our exercise. For our
purpose, we will make use of Variable Inclusion Proportions, i.e., the pro-
portion of times a predictor is selected as a splitting rule for the construc-
tion of the random trees. The construction and interpretation of VIP are
discussed in section 1.8. Notably, selected predictors are contingent on
the trained sample, i.e., their role won’t have any external validity. Yet,
we argue identifying the drivers of the model performance helps further
comment on the nature of exporting scores.

Figure 1: Visual intuition of an exporting score.

Note: We represent a fictional distribution of predictions of exporting status by defini-
tion bounded in an interval [0, 1]. Along the distribution, we could spot an i-th non-
exporting firm. We reasonably assume that actual exporters locate at the end of the
right tail. By definition, non-exporters are less likely to start exporting at an increasing
distance from predicted exporters.

1.4.1 Methods

We train and compare different statistical learning techniques to get our
best predictions. Thus, we make use of the generic predictive model for
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firms’ export status in the form:

f(Xi) = Pr(Yi = 1 |Xi = x) (1.1)

where Yi is the binary outcome that assumes value 1 if the ith firm
is exporting and zero otherwise. Xi is a matrix that includes a full bat-
tery of firm-level predictors, which we discuss in detail in the following
Section 1.4.2. Please note that, at this stage, we do not consider the time
dimension, i.e., we train the predictive model considering the export sta-
tus of a firm in relation to present predictors. In this baseline model, it is
entirely possible that a firm is considered an exporter in one year and a
non-exporter in another year. See Section 1.7, where we consider hetero-
geneous exporting patterns.

The functional form that links predictors to outcomes is ex-ante un-
known and looked for by the generic supervised machine learning tech-
nique. We provide an overview of our different methods in Section 1.4.1.
The advantage of any of them is to extract information from many pre-
dictors while catching non-linearities that may be present in the associa-
tion with export status. Briefly, the generic predictive model has to pick
the best in-sample loss-minimizing function in the form:

argmin

N∑︂
i=1

L(f(xi), yi) over f(·) ∈ F s. t. R
(︁
f(·)

)︁
≤ c (1.2)

where F is a function class from where to pick the specific function
f(·). Importantly, R

(︁
f(·)

)︁
is the generic regularizer that summarizes the

complexity of f(·). The latter is a tool that allows us to solve the com-
mon trade-off between an as high as possible in-sample fit and an as
high as possible flexibility of the prediction model, able to take on board
new out-of-sample information. It is the solution to the so-called bias-
variance trade-off. The set of regularizers, R’s, will change following the
standards proposed by each method that we compare in the following

21



paragraphs. Eventually, any method shall minimize the constrained loss
function represented in eq. 1.2, while searching for the function that can
be better used to process new out-of-sample information.

As a common strategy across our different models, we will pick at
random 80% of our French firms to be considered as in-sample informa-
tion. We will then use it to train the generic statistical learning algorithm.
We will keep the remaining 20% as out-of-sample information to predict
export status. Hence, we will be able to assess the accuracy of our pre-
dictions within the limit of our data sources. As it is standard in similar
exercises, we perform a cross-validation check described in Section 1.6,
to verify that a specific segment of the sample does not affect prediction
accuracy.

In the following paragraphs, we show how a specific variant of the
Bayesian Additive Regression Tree (BART) performs better than others
because it is able to consider the presence of non-random missing values
as further predictors for the outcome. The variant we use is the BART
with Missingness In Attributes (BART-MIA). For more details, see also
Kapelner and Bleich, 2015. For a previous application to firms’ dynamics,
see Bargagli-Stoffi et al., 2020.

In general, any classification tree T is built on if-then statements that
split the training data according to the observed values of predictors, al-
lowing for non-linear relationships between the predictors and the out-
comes. Thus, the generic algorithm for the construction of a classification
tree, T , is based on a top-down approach that recursively splits the main
sample into non-overlapping sub-samples (i.e. the nodes and the leaves).
Therefore, the tree is pruned iteratively with the generic regularizer R to
improve its predictive ability while avoiding overfitting, in case trees de-
velop along too many layers 5.

As in the baseline version (Chipman et al., 2010), BART-MIA is a
sum-of-trees ensemble with an estimation approach relying on a fully

5It is beyond the scope of this paper to get into further details of single techniques. We
refer to Hastie et al., 2017 for a deeper introduction to statistical learning.
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Bayesian probability model. The algorithm elaborates the ensemble by
imposing a set of Bayesian priors that regularize the fit by keeping the
individual trees’ effects small in an adaptive way. The result is a sum of
trees, each of which explains a small and different portion of the predic-
tive function. The BART-MIA variant we adopt can be expressed as:

P(Y = 1|X) = Φ
(︁
T M
1 (X) + ...+ T M

q (X)
)︁
, (1.3)

where Φ denotes the cumulative density function of the standard normal
distribution and the q distinct binary trees are denoted by T , each being
a single tree coming with an entire structure made of nodes and leaves.
The sum-of-trees model serves as an estimate of the conditional probit
at X, which can be easily transformed into a conditional probability es-
timate of Y = 1.6. The Bayesian component of the BART includes three
priors that have demonstrated to use the data at disposal efficiently:

1. the prior on the probability that a node will split at depth k is β(1+
k)−η , where β ∈ (0, 1), η ∈ [0,∞), and the hyper-parameters are
chosen to be η = 2 and β = 0.95;

2. the prior on the probability distribution in the leaves is a normal
distribution with zero mean: N (0, σ2

q ), where σq = 3/d
√
q and d =

2;

3. the prior on the error variance is σ2 = 1.

Thus, the regularization parameter R(·) in the general formulation of ML
algorithm 1.2 corresponds to the priors themselves. Finally, the BART-
MIA algorithm employs a Metropolis-within-Gibbs sampler (Geman &
Geman, 1984; Hastings, 1970) to generate draws from the posterior dis-
tribution of P(T M

1 , ..., T M
m , 1|Φ(Y )). 7 Let us denote with K the size

6Note that each classification probability P (Y = 1|X) is obtained as a function of a sum
of regression trees. At the same time, standard classifier approaches use a majority or an
average vote based on an ensemble of classification trees. See, for example, Breiman (2001).

7This passage involves introducing small perturbations to the tree structure: growing a
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of the sample of the draws {p∗1, . . . , p∗K} from the posterior distribution.
Then, the prediction p(x) = P (Y = 1|X) at a particular x, is

p∗(x) =

K∑︂
k=1

p∗k(x)

In addition to the Bayesian component, the BART-MIA variant aug-
ments the original algorithm by exploiting information on missing val-
ues and splitting on missingness features that are used as additional pre-
dictors in each binary-tree component.

Eventually, the BART-MIA is chosen in the following paragraphs as
the baseline method after a comparison with four other alternatives. At
first, we compare with a simple logistic regression (LOGIT). The latter
is a classical econometric technique for binary outcomes with a specific
ex-ante assumption on the functional form linking predictors with the
outcome. Then, we perform three other methods based on regression
trees, namely a Classification and Regression Tree (CART) (Breiman et
al., 1984), a Random Forest (RF) (Breiman, 2001), and the original unaug-
mented BART. CART is the most basic regression tree, while RF is an en-
semble method that aggregates different regression trees to get a stronger
predictive power, as the BART does, but without a Bayesian framework.
Finally, we compare previous regression trees’ models with the Least Ab-
solute Shrinkage and Selection Operator (LASSO) in the form:

argmin
β∈Rp

1

2N

N∑︂
i=1

(︂
yi(x

T
i β)− log(1 + e(x

T
i β))

)︂2
subject to ∥β∥1 ≤ k. (1.4)

where yi is a binary variable equal to one if a firm i is an exporter
and zero otherwise. Any xi is a predictor chosen in Rp, whereas ∥β∥1 =∑︁p

j=1 |βj | and k > 0. The constraint ∥β∥1 ≤ k limits the complexity of
the model to avoid overfitting, and k is chosen, following Ahrens et al.

terminal node by adding two child nodes, pruning two child nodes (rendering their parent
node terminal), or changing a split rule.
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(2020), as the value that maximises the Extended Bayesian Information
Criteria (J. Chen & Chen, 2008). To account for the potential presence of
heteroskedastic, non-Gaussian and cluster-dependent errors, we adopt
the rigorous penalization introduced by Belloni et al., 2016.

1.4.2 Predictors

To increase models’ predictability, we include a full battery of 52 pre-
dictors that we derive from firms’ balance sheets and profit and loss ac-
counts. A detailed description is reported in the Data Appendix. Broadly
speaking, we choose to include:

1. original financial accounts without any elaboration;

2. financial ratios and other proxy indicators (e.g., productivity, economies
of scale, spillovers) that we expect to be correlated with exporting
activity;

3. firms’ locations, ownership status, and industry affiliations, which
can help in spotting categories of firms at a competitive advantage
or disadvantage.

Usefully, in Figure 2, we show a correlation matrix including all nu-
meric predictors. Please note how some of them are indeed much cross-
correlated with values well above 0.6. Yet, high correlations are not that
relevant to our case since, in a context of pure prediction like ours, we
do not (want to) estimate coefficients. At this stage, we also do not need
a prior on which financial information conveys the highest predictive
power. Hence, we choose not to discriminate among predictors ex ante,
although we do have information provided by previous literature that
some variables more than others are associated with exporting activity
(productivity, firm size, financial constraints, etc.). See also a specific ro-
bustness check in Section 1.6, where we show what happens when we
reduce our set of predictors. In another words, we are well aware that
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our long list of predictors entails a great deal of endogeneity among vari-
ables that are otherwise studied in different structural relationships. As
we are not interested in obtaining estimates for determinants of trade,
such endogeneity is not relevant for our purpose. What we need to do
is to minimize the prediction errors given albeit marginally useful ob-
servable information. In Section 1.9, we further discuss the limits and
benefits of a pure predictive exercise when it comes to the interpretabil-
ity of predictors.

Figure 2: Correlation matrix of predictors

Note: We report a correlation matrix of the predictors we use. Non-numeric predictors
are excluded here but included in the following analyses: NUTS-2 locations, NACE
Rev.2 industries, a categorical variable for consolidated accounts, patents’ dummy,
inward FDI, outward FDI, and corporate control. Positive correlations are reported
as upward-sloping ellipses, while negative correlations are reported as downward-
sloping ellipses. The color intensity and the ellipse width indicate the strength of the
correlation.
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1.5 Results

1.5.1 Models’ horse race

In Table 1, we compare measures of standard prediction accuracy across
the methods we test. For details on how these metrics are constructed,
please see Appendix A. Briefly, what we can see is that Sensitivity fo-
cuses on the ability to predict exporters, i.e., the amount of true positives,
while Specificity focuses on the ability to predict non-exporters, i.e., the
amount of true negatives. Balanced Accuracy is an arithmetic mean be-
tween Sensitivity and Specificity. It is important to note that these metrics
are influenced by the probability threshold used for classification. In our
baseline analysis, we use the standard threshold of 0.5. However, in Sec-
tion 1.6, we perform a robustness check, exploring the impact of different
optimal thresholds on classification performance. In contrast, the ROC
curve (receiver operating characteristic curve) and PR curve (Precision-
Recall), displayed in Figure A2.3, evaluate predictive performance across
different classification thresholds, thus providing a more comprehensive
view of model performance. Among them, the ROC will be our base-
line measure of performance across different models. Compared to the
Precision-Recall curve, which assess the trade-off between returning ac-
curate results (high precision) vis á vis returning a majority of positive
results (high recall) and that primarily evaluates a model based on its
ability to predict true positives, the ROC balances the ability of the model
to predict both true positives and true negatives. In our context, we be-
lieve that predicting true negatives is just as important as predicting true
positives. Specifically, for the purpose of our scoring exercise, it is critical
to accurately identify firms that are unlikely to achieve export status, as
these firms may represent too high a risk for export-promoting agencies
to invest in.

From Table 1, we immediately notice that BART-MIA outperforms
other methods with an ROC equal to 0.9054, a value that is considerably
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Table 1: Prediction accuracies

Specificity Sensitivity Balanced ROC PR N. obs.
Accuracy AUC AUC

LOGIT 0.6642 0.7776 0.7210 0.7940 0.8053 86,754
LOGIT-LASSO 0.6606 0.7722 0.7164 0.7847 0.7891 86,754
CART 0.5700 0.7896 0.6796 - - 86,754
Random Forest 0.6078 0.8276 0.7178 0.7947 0.8010 86,754
BART 0.6272 0.8048 0.7158 0.7911 0.7998 86,754
BART-MIA 0.9064 0.6496 0.7782 0.9054 0.7375 382,606

Note: We report standard measures of prediction accuracies (by column) for different
methods we train (by row). For details on how prediction accuracies are constructed,
see Appendix A. Any observation is a firm-year present in the sample. All methods but
BART-MIA do not train or test on observations when at least one predictor is missing.
Hence, a larger number of observations in testing BART-MIA.

higher than in the case of other methods. In fact, BART-MIA is in general
more able than others to predict both exporters and non-exporters, with
a Balanced Accuracy of 0.77.

Yet, when we look at Specificity vis á vis Sensitivity values, we real-
ize it predicts relatively better non-exporters rather than exporters. The
reason is that the boost in overall prediction accuracy by BART-MIA
is largely due to an efficient use of the non-random missing values on
smaller firms reporting incomplete financial accounts. See also the spe-
cific robustness checks performed in 1.6. As largely expected, smaller
firms with partial information are also the ones that are more likely to
be classified as non-exporters, because: i) larger size is more likely asso-
ciated with an export status, and ii) smaller firms do not have to report
financial information as complete as it is required to bigger companies.

Since BART-MIA is able to include the missingness of any single fea-
ture as an additional predictor (i.e., as yet another branch of the regression
tree), we understand why it outperforms other methods, which instead
simply drop from computation companies that have any missing values
in predictors8.

8See Appendix Table A2.2 for a clearer understanding of the impact on sample size of
including observations with missing predictor information. Please note, that observations
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Finally, a simple comparison between the accuracy of BART and the
one of BART-MIA allows us to quantify what is the gain in considering
the predictive power of missing values. Overall, we observe a 14.4%

increase in ROC, which we take as our baseline measure of prediction
accuracy. We will further discuss the trade-off between Specificity and
Sensitivity once we challenge our results in Section 1.7. Suffice it to say
here that, in general, predicting true exporters is made difficult by the
presence of temporary trade, i.e., when firms export in some years and
not in others, thus breaking the time series.

1.5.2 Predictions

In Figure 3, we report the entire distribution of predicted scores for non-
exporters that we obtain from our baseline BART-MIA. Without any se-
lection threshold, these are the values that one could consider for evalu-
ating how far a company is from export status. What is relevant to ob-
serve here is that the distribution is much skewed, hence the majority of
non-exporters in France is located on a thick left tail, thus far from being
able to propose on foreign markets. Briefly, the distribution of scores that
we obtain here is consistent with the idea of firm heterogeneity that we
take from trade literature, as introduced in Section 1.2. In other words,
only a relatively small number of non-exporters is proximate to reaching
the right tail’s goal. The observation that firms are heterogeneous also in
exporting scores is relevant for taking informed policy decisions that we
discuss in Section 1.10.

with all missing financial accounts are dropped, as they are assumed to be inactive.
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Figure 3: Distributions of exporting scores of non-exporters after BART-
MIA

Note: We report the distribution of the score after implementing BART-MIA on the
entire sample and selecting all non-exporting firms. The vertical line identifies the
median non-exporting firm.

1.6 Robustness checks

So far, we adopted a relatively standard 80 − 20 random partition of the
firms in the sample at our disposal when training our model (Athey, Im-
bens, et al., 2021). Therefore, our first concern here is to cross-validate
our choice by repeating the prediction exercise other four times with a
similar random partition. We want to check that our high prediction
accuracy is not due to a fortunate selection of the training-and-testing
partition. Any time, we train on a random 80% of the dataset that we
consider as in-sample information, then we test the accuracy of our pre-
dictions on the rest 20%, which we take as out-of-sample information.
We show in Table A2.3 how we obtain similar performance scores across
all exercises, and we pick BART-MIA once again as the most predictive
algorithm. We conclude that previous results had not been driven by a
specific selection of training vis á vis testing data.

30



Our second concern is that prediction accuracies are robust to differ-
ent definitions of exporters. So far, we defined an exporter as any firm
with positive exporting revenues. Here, we will define an exporter as a
firm whose export share over total revenues is higher than a specific min-
imum threshold, to make our results robust to the presence of so-called
passive exporters (Geishecker et al., 2019), i.e., domestic firms that engage
in one-off exporting events.

Appendix Table A2.8 shows prediction accuracies after we run sim-
ulations by excluding from the category of exporters those firms that re-
port export shares lower than the first, second, and fifth percentile, re-
spectively. Prediction accuracies are similar in magnitude to those of our
benchmark definition. Latter evidence suggests that baseline predictions
are not affected by the presence of a few less proactive firms.

A third concern we have is to verify the robustness to changes in pre-
dictors. Our problem here is whether we could obtain similar prediction
accuracy with a minor effort, once neglecting variables that contribute
with a relatively little predictive power. For this purpose, we perform
a Logit-LASSO exercise before running again the models described in
1.4.1. As in standard applications (Belloni et al., 2017), the Logit-LASSO
selects a subset of best predictors (in our case, 23 out of 52) to contribute
relatively more to predict export status. Once again, BART-MIA outper-
forms other statistical learning techniques. However, when we perform
BART-MIA including only such a subset of predictors, we obtain lower
accuracy than baseline results, as reported in Appendix Table A2.5. Yet,
we gather there is no reason to exclude available predictors despite the
high cross-correlations we observed in Figure 2.

A fourth concern we have is to check whether the time of training
and testing matters for predictions. So far, we considered firms and their
export status throughout the entire period at our disposal, between 2010
and 2018. In Appendix Table A2.6, we train and test our predictive model
separating each year. It is evident how predictions do not change dra-
matically over the timeline.
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A fifth concern is that performance measures are robust to different
probability thresholds for predicting the exporting status. In baseline
analyses, we adopt a quite standard cut-off value set at 0.5 to separate
exporters and non-exporters in prediction. Yet, we know that exporting
is a relatively rarer event than non-exporting, and our prediction accura-
cies can suffer from a bias. The choice of the threshold is, indeed, crucial
for the computation of most prediction accuracies because the values in
Table 1 are threshold-specific. For a similar case in trade literature, see
Baier et al., 2014. Here we want to check that a different threshold does
not alter the ranking of methodologies obtained by comparing prediction
accuracies in Table 1. Therefore, in appendix Table A2.4, we show how
performance measures vary when we choose, for each model, the opti-
mal cut-off value obtained following Liu, 2012, who aims at maximizing
the product of sensitivity and specificity. When an optimal threshold is
set, the evidence of BART-MIA superiority is even more striking as it out-
performs the others by all measures of prediction accuracy except for PR.
We will discuss in section 1.7 how the latter is negatively affected by the
presence of discontinuous exporters. Note, however, that both PR and
ROC are not affected by the change in cut-off values because they are
independent of thresholds by construction. The latter is also the reason
why we consider them as baseline measures of performance.

A final concern is that baseline predictions improve mechanically only
because the sample size is bigger in BART-MIA than in other exercises. In
fact. we want to investigate whether improvements actually come from
missing values. For our purpose, we perform three different exercises:
i) we add ex ante a predictor to our original set that catches the relative
missingness of financial information at the firm-level; ii) we impute miss-
ing values on single predictors based on median values available as from
all the other companies’ financial accounts, while also experimenting the
addition of year fixed effects for Lasso; iii) we impute missing values on
single predictors based on median values for firms in the same industry,
sector, year, and with same size and international status (inward or out-
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ward FDI are positive), to get a more precise imputation of the missing
values. From a combined reading of both exercises, we better understand
the role of missingness.

Results for the latter exercise are reported in Appendix Tables A2.9
and A2.10. Interestingly, prediction accuracies do increase overall for all
methods after predictors’ imputation, although classification trees (BART9,
Random Forest), perform relatively better along the different segments of
the distribution (ROCs are 0.907 and 0.905, respectively in scenario ii and
0.85 and 0.46 in scenario iii). The latter evidence suggesting non-linear
relatioships play an important role and that the superiority of BART-MIA
comes indeed from a combination of handling non-random missing val-
ues, and allowing non-linear relationships among the predictors. Even-
tually, when we check for the relative importance of a predictor on miss-
ingness, we find that it is always selected as the best predictor no matter
what procedure we choose. We conclude that missing values do have
a prediction power, yet our baseline BART-MIA better catches their role
without introducing unnecessary data manipulation.

Eventually, we consider useful also reporting Spearman’s rank cor-
relations in Table 2, to test whether rankings in predictions are sensitive
to the choice of predictive models in Table 1. Please note how, by con-
struction, the Spearman’s rank correlations can be performed only on the
subset of the data where every technique obtains predictions.

As a matter of fact, we get relatively high rank-correlations across
predictive models with a minimum of 0.87 and a maximum of 0.96. In
general, models do not dramatically alter the relative positions of firms
on the distribution of predictions. Interestingly, please note that rank-
correlation between the simpler BART and the BART-MIA is about 0.92.
Although the latter is just a variant of the first with missingness of values
as an additional feature, the rankings in predictions are different. The

9At this stage, computing BART-MIA or BART is equivalent, since we filled in missing
value with imputations. The BART-MIA won’t find any missingness, and won’t include
missing values among predictors, thus reversing to a more traditional BART procedure
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latter is a significant result that allows us to further qualify the difference
between the simpler BART and its variant. The bottom line is that infor-
mation from firms with missing values in predictors allows BART-MIA
to identify different thresholds on predictors’ distributions, which in turn
change the relative positions of firms on the distribution of predictions.

Table 2: Spearman’s rank correlations of predicted probabilities from differ-
ent models

LOGIT LOGIT-LASSO Random Forest BART BART-MIA
LOGIT 1 0.9657 0.8773 0.8841 0.9012
LOGIT-LASSO 1 0.8925 0.9030 0.9118
Random Forest 1 0.9112 0.9167
BART 1 0.9179
BART-MIA 1

Note: We report a Spearman’s rank correlation among out-of-sample predictions to
show how rankings in export status are sensitive to changes in predictive models. All
models, including BART-MIA, are thus trained and tested on the same observations.

1.7 Sensitivity to temporary trade

We investigate in this section the sensitivity of our results to the pres-
ence of discontinuous exporting activity, i.e., when firms engage in trade
relationship that are temporary (Békés & Muraközy, 2012). Indeed, the
biggest challenge we face when predicting exporters is that firms can
export in some years and then lay idle for a while before re-proposing
(or not) on foreign markets. This is especially true for smaller firms or
for firms that are specialized in manufacturing capital goods. Thus, our
prior is that discontinuity is not at random; it could be correlated with
some firms’ attributes, and our previous predictions could be therefore
sensitive to the relevance of temporary trade within our sample.

For our purpose, we perform separate checks by classifying firms into
five categories:

1. firms that always export, which we call constant exporters;
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2. firms that never export, which we call non-exporters;

3. firms that start exporting at some period t and always export after-
wards, which we call switching exporters;

4. firms that export in all periods until t and never export afterwards,
which we call switching non-exporters10;

5. discontinuous exporters, which export with an irregular pattern with
more than one gap along the timeline.

Prediction accuracies are eventually reported in Table 3, after test-
ing out-of-sample our baseline BART-MIA algorithm. As expected, we
observe that our predictive model performs quite well in separating con-
stant exporters from non-exporters, since Sensitivity and Specificity are
about 0.86 and 0.95, respectively11. On the other hand, predictions be-
come relatively less accurate when we look at out-of-sample information
on firms that show gaps along the timeline. In general, we still have ac-
ceptable accuracies as ROCs reach up to 0.86 and 0.81, respectively, in the
case of switching exporters and switching non exporters. In line with our pri-
ors, the quality of predictions is proportional to the number of years that
the firms actually exported. Predictions are more accurate when firms
started (stopped) exporting sooner (later) in our data.

Finally, we focus on the category what we define discontinuous ex-
porters, when firms have more than one break in the time series, entering
and exiting the export status. In this case, at the bottom of Table 3, we
find that prediction accuracy reached a relatively lower albeit acceptable
threshold (ROC: 0.80). The accuracy is lower than the one obtained in
predicting constant exporters and non-exporters. Interestingly, we do
register that our procedure is less and less able to predict the export sta-

10Please note how we may have had more switching non-exporters if we were able to
zoom out on a longer timeline. We cannot exclude that firms that do not export in our
sample did so in previous unobserved periods. The latter is an element of imperfection
that we cannot expunge from our prediction exercise.

11Please note that we cannot estimate other measures of prediction accuracy when we
focus exclusively on either positive or negative outcomes. See Appendix A for a definition
of different measures of prediction accuracies.
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tus in the case of firms that have less experience of foreign markets. This
is however consistent with the idea that firms engaging in temporary
trade may continue to do so systematically, hence their lower predictabil-
ity on a year-by-year basis.

Eventually, a final sensitivity check to temporary trade is performed
by introducing a more liberal definition of exporters proposed by Békés
and Muraközy (2012), according to whom only firms with at least four
years of consecutive exporting can be actually considered as permanent
exporters vis á vis temporary exporters. As largely expected, we find in
Appendix Table A2.7 that prediction accuracies for permanent exporters
are relatively higher (AUC: 0.849; PR: 0.934) than in the case of temporary
exporters. In particular, the model fails at predicting the export status of
temporary exporters, i.e., it reports a relatively lower true positives’ rate,
as shown by the low scores on sensitivity, PR and ROC.

From our viewpoint, it makes sense that exporters with irregular ex-
porting patterns represent intermediate cases somewhere between firms
that always export and firms that never export. Therefore, classification
algorithms struggle to separate intermediate cases on a binary outcome.
Based on financial accounts, such firms can be seen neither as fit for ex-
porting as constant exporters, nor as unfit as non-exporters. Yet, it is
more likely that such intermediate cases are of less interest in policy ap-
plications because trade promoters or financial institutions need instead
to understand whether a firm that never exported at all needs some sup-
port or not.

1.8 Interpretability of predictors

In line with our empirical strategy, we focused so far on prediction ac-
curacy while neglecting the role of single predictors. We discussed in
Section 1.4 how our choice is driven by the necessity to maximize predic-
tion accuracy; therefore we have been using an as complete as possible
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Table 3: Prediction accuracies and temporary trade

Firm category Sensitivity Specificity Balanced ROC PR Num.
Accuracy AUC AUC Obs.

Constant Exporters 0.856 - - - - 21,834
Non-exporters - 0.951 - - - 158,625
Switching to export 0.629 0.849 0.739 0.864 0.764 15,084
Since t0 0.749 0.682 0.716 0.794 0.954 1,980
Since t1 0.729 0.694 0.712 0.808 0.914 1,296
Since t2 0.711 0.751 0.731 0.838 0.888 1,179
Since t3 0.618 0.806 0.712 0.832 0.821 1,215
Since t4 0.582 0.796 0.689 0.812 0.73 1,323
Since t5 0.585 0.819 0.702 0.823 0.638 1,683
Since t6 0.463 0.835 0.649 0.804 0.45 2,187
Since t7 0.262 0.903 0.583 0.792 0.251 4,221
Switching to non-export 0.599 0.802 0.7 0.819 0.786 27,891
Until t0 0.269 0.81 0.539 0.643 0.152 3,915
Until t1 0.376 0.745 0.561 0.65 0.291 2,511
Until t2 0.419 0.725 0.572 0.689 0.443 2,124
Until t3 0.479 0.737 0.608 0.733 0.599 2,412
Until t4 0.508 0.815 0.662 0.816 0.757 2,844
Until t5 0.563 0.925 0.744 0.929 0.924 5,409
Until t6 0.664 0.843 0.754 0.877 0.931 3,996
Until t7 0.742 0.813 0.778 0.874 0.97 4,680
Discontinuous exporters 0.547 0.807 0.677 0.796 0.686 85,023
export experience: 1 year 0.216 0.873 0.544 0.686 0.171 19,152
export experience: 2 years 0.313 0.823 0.568 0.702 0.334 12,816
export experience: 3 years 0.387 0.796 0.592 0.718 0.483 10,962
export experience: 4 years 0.478 0.736 0.607 0.719 0.595 8,910
export experience: 5 years 0.519 0.74 0.63 0.753 0.72 9,297
export experience: 6 years 0.593 0.721 0.657 0.755 0.808 8,460
export experience: 7 years 0.662 0.7 0.681 0.774 0.886 7,758
export experience: 8 years 0.757 0.658 0.708 0.781 0.951 7,668
All sample 0.6491 0.9080 0.7785 0.9048 0.7383 308,457

Note: We report prediction accuracies after BART-MIA for firms with different ex-
porting patterns. For switching-exporters and switching-non-exporters we identify
the year when they are observed changing status, i.e., the year when the firm passes
from never exporting to always exporting, and vice versa. For discontinuous exporters
we distinguish by number of exporting years over the sample timeline.
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list of predictors, even though we are aware that we carried on with us
a compound of endogenous variables that are highly cross-correlated, as
commented after Figure 2.

What we want to do now is to show how predictors do have differ-
ent influence on the outcome, and we can still discuss their influence on
predictions without implicating any causality. On the contrary, the inter-
nal validity of our ’influential predictors’ is to us more important than
an external validity. They are relevant because we can interpret them in
relationship with the specific prediction exercise we want to comment.
If we consider a different sample, those ’influential predictors’ will be
almost certainly different.

Our baseline method for the interpretability of a BART-MIA exercise
is called Variable Inclusion Proportions (VIP)12. The Variable Inclusion
Proportion for any given predictor represents the proportion of times
that variable is chosen as a splitting rule out of all splitting rules among
the posterior draws of the sum-of-trees model (Kapelner & Bleich, 2013).
It is computed as follows: (1) Across all q trees in the ensemble (1.3), we
examine the set of predictor variables used for each splitting rule in each
tree; (2) For each sum-of-tree model we compute the proportion of times
that a split using xp as a splitting variable appears among all splitting
variables X in the model; (3) with K being the number of the sum-of-tree
models f∗

k , drawn from the posterior distribution P(T M
1 , ..., T M

m , 1|Φ(Y )),
and zpk being the proportion of all splitting rules that use the pth com-
ponent of X in model f∗

k , the Variable Inclusion Proportion is computed
as

vp =
1

K

K∑︂
k=1

zpk (1.5)

Thus, we report in Figure 4 a visualization of the VIPs accompanied
by a standard deviation that is computed after running five different ran-
dom tests. Please note how averaging across multiple trials allows us to

12For a different choice of methods to catch the relative importance of predictors, see also
Joseph (2020) and the case of neural networks.
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improve the stability of estimates, as suggested by Kapelner and Bleich,
2013. For the sake of visualization, we report in Figure 4 only those pre-
dictors that register a VIP equal or higher than 1%.

Figure 4: Variable inclusion proportions after BART-MIA

Note: We report Variable Inclusion Proportions (VIPs), i.e., the proportion of times each
predictor is chosen for a splitting rule in BART-MIA. Of all the predictors in baseline,
we visualize only those with a VIP higher than 1%. The bars represent standard devi-
ations of inclusion proportions obtained by replicating five different times the BART-
MIA on the same random training set.

When we look at Figure 4, we document that the best predictor in
our baseline exercise is the proxy we use for the existence of external
economies of scale, which indicates the presence of other firms in the
same industry and in the same region, as suggested by Bernard et al.,
1995. Once again, we want to stress that since we are in a pure pre-
diction framework, we cannot say whether external economies of scale,
measured in this way, are an actual determinant of export status. We
cannot exclude reversal causality. On the one hand, it is indeed possi-
ble that local spillovers help neighbouring firms to start exporting after,
for example, sharing infrastructures or intangible knowledge about for-
eign markets: Dhyne et al. (2023) found such a dynamic using buyer-
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seller linkages in the Belgian production network. On the other hand, it
is possible that firms in industries at a comparative advantage locate in
geographical proximity before becoming exporters. In any case, it is be-
yond the scope of our analysis to unravel the endogeneity of this specific
relationship or any other we know we have among predictors and the
outcome. Suffice it to say that the industrial concentration of exporting
firms in a region of France is a good albeit not unique predictor of export
status for the representative firm located in that area.

Notably, we observe in Figure 4 how original accounts altogether pro-
vide an important contribution to predict export status. Yet, no single
predictor contributes more than 4% in any of the tests we performed.
Besides financial accounts, business demography has predictive power:
firm age has an inclusion proportion higher than 2%. It also makes per-
fect sense that the activities of multinational enterprises play a role in
export status. Being either a foreign subsidiary (inward FDI) or owning
a subsidiary abroad (outward FDI) affects the probability of exporting.
As expected, the ability to innovate and register patents is also related to
the likelihood of becoming an exporter.

Eventually, we want to bring the attention on the absence of Total Fac-
tor Productivity (TFP) in Figure 4, which we however included following
the methodology by Ackerberg et al., 2015. Although TFP is a much-
studied determinant of export status, we do not find it to be among the
most relevant predictors in a machine learning exercise. Our educated
guess is that the role of TFP is already captured by the sample variation
in raw financial accounts that are also needed to compute it as a resid-
ual from a firm-level production functions (turnover, costs of materials,
employees, etc.).

40



1.9 Internal vs. external validity

In this Section, we discuss the reproducibility of our predictive exercise
in different contexts, i.e., the external validity of our results.

A first concern we want to address is the possibility to replicate our
study in the case of other countries, e.g. in the case of countries with
different economic development. In this contribution, we investigated
the case of France mainly because French firm-level data had been used
extensively in related literature. Yet, we argue that our predictive setup
can be applied to any country, regardless of its economic development,
provided that financial accounts have predictive power on a firm’s ex-
port status. We already discussed in Section 2 how we rely on extensive
literature that supports the evidence that exporters are significantly dif-
ferent from non-exporters when we look at financial accounts (Bernard &
Jensen, 1999; Bernard et al., 2012; Hottman et al., 2016; Lin, 2015; Melitz,
2003; Melitz & Ottaviano, 2008; Melitz & Redding, 2014). Therefore,
in the case of developing countries, we do expect exporters and non-
exporters to be at least as statistically different in financial accounts as
in the case of a developed country. In the case of developing countries,
we actually expect domestic allocative inefficiencies to be higher and ex-
porters to be relatively larger and more productive than non-exporters
than in developed ones, very concentrated at the top of the distribution
(Alfaro et al., 2009; Tybout, 2000). In this case, we expect our algorithm,
if anything, to perform at least as good in a developing country as in the
case of France.

A second concern relates the external validity of our results on the
prediction power of single financial accounts in Section 1.8. Can we as-
sume that they will have a similar predictive power in other contexts?
We argue they will not. VIPs constitute a posterior probability that the
variable xk has a (linear or nonlinear) association with the response vari-
able (Bleich et al., 2014). Variables selected through VIPs would be al-
most certainly different if we considered different countries or regions.
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Yet, we argue that the relevance of VIPs resides in their internal validity,
given the peculiarity of each predictive exercise. For example, one could
compare across different countries or regions how the relative impor-
tance of predictors changes and use that information to take solid policy
decisions. To make our point, we replicate our exercise after separating
Île-de-France from the rest of the country. We show VIPs for both subsets
in Appendix Figure A2.4.

We observe that not only the set of influential predictors differs, but
also that the relative importance of predictors changes from one exer-
cise to the other. This hints at the presence of locally different dynamics.
For example, the predictor (log of) number of employees is selected in the
sample excluding Île-de-France, but not in Île-de-France, where there is
possibly more homogeneity in terms of firm size. In contrast, the pre-
dictor patent is influential in Île-de-France, but not elsewhere, possibly
indicating that in the first there is a comparative advantage in more in-
novative activities that have the potential to reach foreign markets. Prima
facie, the latter evidence is consistent with our prior knowledge about the
landscape of the French economy.

A third concern we want to address is the validity of our method-
ology in presence of structural breaks or external shocks, e.g., in the
case of policy changes. In this regard, please note that ours is a cross-
sectional classification exercise: we use information on both exporters
and non-exporters to understand how non-exporters are statistically dif-
ferent from exporters. We may pool data over longer periods to only
increase the training set’s size. However, it is unnecessary for our scope,
and we include a few robustness checks in Section 1.7, when we change
the pooling strategy. Eventually, in our case, the levels of prediction ac-
curacy depend only on the ability of predictors to capture the statistical
difference between exporters and non-exporters within the same period
in different contexts. Structural breaks or policy shocks are of no concern
to us as far as we do not use variation from the past to predict the fu-
ture. Our only concern is that our list of predictors includes the different
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dimensions that can contribute to the gap between exporters and non-
exporters in different policy environments. A discussion of the rationale
for single predictors is included in Section 1.4.2.

1.10 How to use exporting scores

We provide now examples of possible applications of exporting scores as
either indicators for trade credit or a tool for assessing the trade potential
of regions and industries. Based on the prior knowledge that exporters
and non-exporters are statistically different across financial attributes, we
use in-sample information to predict out-of-sample capability to export.
Thus, it is immediate to build a continuous indicator that provides an
exporting score based on our baseline predictions to indicate the poten-
tial of companies to successfully propose on foreign markets, i.e., their
distance from export status. We visualize our intuition in Figure 1.

Briefly, we can get a basic and simple export (probabilistic) score for
any out-of-sample non-exporting ith firm in the form:

distancei = 1− Pr(Yi = 1 |Xi = x) (1.6)

which is by definition bounded in a range (0, 1), and made condi-
tional on the set of predictors, Xi, as from previous exercises.

To illustrate our idea of the relationship with creditability, we per-
form back-of-the-envelope estimates here to predict how much capital
and cash resources may be needed by a company to become fit for ex-
port. We classify firms in different risk categories, i.e., categories based on
a partition of the distribution of exporting scores obtained in Figure 3.
For simplicity, let us consider all firms included in a decile of predictions
as belonging to the same risk category. Obviously, the higher the distance
from export status, 1−Pr(Yi), the higher the risk for trade credit. We ob-
tain symmetric segments of length equal to 0.1, i.e., about ten percentage
points of lower risk in each category when approaching export status.
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Therefore, we can run the following simple specification:

log Yit = β0 +

10∑︂
risk=1

θrisk + β1xit ++ϕt + δs + ηr + ϵ (1.7)

where Yit is either cash resources or fixed assets for firm i at time t,
and xit is its firm-level size. We will always control for time (ϕt), four-
digit NACE sector (δt), and two-digit NUTS region (ηr) fixed effects. We
cluster standard errors at the firm level. Crucially, our coefficients of in-
terest are the ones on θrisk, as these are the risk classes we built on export-
ing scores. We report them in decreasing order of risk in Figure 5 together
with 99% confidence intervals. Once we omit the first segment [0, 0.09],
the estimated intercepts of eq. 1.7 will indicate (logs of) cash resources
and fixed assets needed by a representative firm that is more distant from
export status. To obtain what is on average needed by a firm in a risk
category, we predict (log) premia with respect to the baseline omitted
first segment. For example, the representative firm with exporting scores
lower than 0.1 operates with exp(β0̂) = exp(11.6338) ≈ 112, 850 euro of
cash resources and exp(β0̂) = exp(13.4027) ≈ 661, 790 euro of fixed as-
sets. Firms in the fifth category, when exporting scores are in a range
[0.4, 0.5), will need exp(β̂0 + θ5̂) = (11.6338 + 0.6797) ≈ 222, 690 euro of
cash resources and exp(β̂0 + θ5̂) = exp(13.4027 + 0.5933) ≈ 1, 197, 800

euro of fixed assets. To put it differently, we can say that a firm that is in
a medium-risk category needs about 97% more cash resources and about
81% more fixed assets if compared with a firm with the lowest exporting
scores.

On the other hand, if we look at firms in a comfort zone with export-
ing scores in a range [0.9, 1], we see that they operate with exp(β̂0 + θ10ˆ ) =

exp(11.6338+1.0459) ≈ 321, 160 euro of cash and exp(β̂0 + θ10ˆ ) = exp(13.4027+

1.8348) ≈ 4, 145, 360 euro of fixed assets. Please note that the higher the
probability that a firm starts exporting, the higher the cash resources and
capital expenses it needs. In the latter case, if we compare with average
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exporting scores in the fifth risk class, we find that medium-risk firms
need 44% more cash resources and up to 246% more capital expenses to
look like firms that have been classified under the lowest risk category.

Figure 5: Premia on relevant firm dimensions across exporting scores

Note: Fixed effects on segments of exporting scores after linear regressions where the
outcomes are (log of) cash resources and (log of) fixed assets, respectively. We always
control for firm size, NUTS 2-digit regions, NACE 2-digit industries, and time fixed
effects. Errors are clustered at the firm level.

We observe that there is an increasing need for financial resources to
climb risk categories and reduce the distance from export status. Based
on predictions made on the experience of both exporters and non-exporters,
a financial institution could evaluate whether it’s worth the effort of in-
vesting in internationalization and, in case, how many resources a firm
needs to reach its target. Finally, we spend a few words to show how
exporting scores can help assess the potential for expanding the set of ex-
porters in a region or an industry, i.e., the potential for a trade extensive
margin. Openness to international trade is a determinant of economic
growth. Consumers can gain from trade thanks to differential compar-
ative advantages and economies of scale. Both developed and develop-
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ing economies have benefited from integration into the global economy
through export growth and diversification. Thus, export performance
has been long used as yet another proxy for measuring countries’ com-
petitiveness by a consolidated tradition in economic literature and by
international organizations (Gaulier et al., 2013; Leamer & Stern, 1970;
Richardson, 1971a, 1971b).

To make our point, we follow a dartboard approach as in Ellison and
Glaeser, 1997 and propose location quotients in Appendix Figure A2.5.
See Appendix A for further details on computations. Regions with loca-
tion quotients greater than one are the ones where potential exporters are
more concentrated than what one would expect. Eventually, we do find
a geographic pattern since non-exporters with the highest potential are
mainly present in North-Eastern regions. In contrast, Southern regions
and overseas territories lag behind in trade potential.

Eventually, more sophisticated analyses on the distribution of export-
ing scores in industries and regions can be performed to evaluate trade
potential. For example, one could exploit the variation in time to under-
stand how much competitive in trade a region or an industry is becom-
ing. Also, one could compare across countries to check whether there is
a different potential for trade beyond actual export performance. We be-
lieve any of them could be a useful tool in the kit of the analyst that aims
at assessing the trade competitiveness of an economy.

1.11 Conclusions

This paper exploits statistical learning techniques to predict firms’ export
ability. After showing how financial accounts convey non-trivial infor-
mation to separate exporters from non-exporters, we propose predictions
as a tool that can be useful for targeting trade promotion programs, trade
credit, and assessing firms’ trade potential. The central intuition is that
exporters and non-exporters are statistically different in their financial
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structures since they have to sustain the sunk costs of gaining access to
foreign markets, where regulations and consumer tastes differ. Thus, we
train and test various algorithms on a dataset of French firm-level data
from 2010-2018. Eventually, we find that the Bayesian Additive Regres-
sion Tree with Missingness In Attributes (BART-MIA) outperforms other
models due to efficient use of the non-random missing information on
smaller firms reporting incomplete financial accounts.

Notably, prediction accuracy is rather high, up to 90%, and robust to
both changes in the definition of exporters and different training strate-
gies. Interestingly enough, our framework allows handling cases of dis-
continuous exporters, as they are intermediate cases between permanent
exporters and non-exporters. Eventually, we discuss how predictions
can be used as scores to catch firms’ internationalization strategies and
creditability. For example, imitating what a financial institution would
professionally do, we order firms along risk categories. Thus, we show
back-of-the-envelope estimates of how much cash resources and capital
a firm would need to climb risk classes and become fit for foreign mar-
kets.

To conclude, we argue that exporting scores obtained as predictions
from firm-level financial accounts can be yet another useful tool in the an-
alyst kit to evaluate trade potential at different levels of aggregations. As
we show in the case of France, for which we provide summary statistics
where a high heterogeneity of trade potential is detected across regions.
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Chapter 2

The heterogeneous impact
of the EU-Canada
agreement with causal
machine learning

This chapter is based on the paper: Lionel Fontagné, Francesca Micocci and
Armando Rungi ”The heterogeneous impact of the EU-Canada agreement with
causal machine learning” Papers 2407.07652, arXiv.org, revised Jul 2024.
Preprint available at https://doi.org/10.48550/arXiv.2407.07652.

Disclaimer: This chapter has undergone revisions with the assistance of ChatGPT. While the con-
tent and ideas remain my own, ChatGPT was used to help refine language, structure, and clarity
throughout the revision process.
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2.1 Introduction

Ex-post estimates of the impact of Free Trade Agreements (FTAs) have
been shown to be both unstable and fragile (Baier et al., 2019). This can
primarily be attributed to the challenges of effectively addressing issues
of endogenous selection in trade agreements and the design of sensible
counterfactuals. Due to the phasing-in of tariff reductions, staggered
treatment adoption, where groups of products are treated over differ-
ent periods, is an issue often raised when evaluating trade agreements
(Nagengast & Yotov, 2024). And even if the design is not staggered, “for-
bidden comparisons” can be problematic if the treatment is not binary
(De Chaisemartin & d’Haultfoeuille, 2023). These empirical challenges
are all the more aggravated by the presence of heterogeneous firms in
trade, which can sell multiple products and operate in multiple destina-
tions.

In this contribution, we propose a causal machine-learning approach
to uncover the impact of an FTA at the product and firm level. We
apply this method to investigate the impact of the CETA (EU-Canada
Comprehensive Economic and Trade Agreement) on French trade, us-
ing monthly customs data on the universe of French exports. Therefore,
our empirical strategy evaluates multidimensional counterfactuals at the
product, firm and destination levels. Following our proposed strategy,
multidimensional counterfactuals are made possible by adapting a ma-
trix completion algorithm for causal panel data originally suggested by
Athey, Bayati, et al. (2021).

Notably, Machine learning (ML) methods are increasingly utilized in
economics for the purpose of causal inference (Athey & Imbens, 2019;
Mullainathan & Spiess, 2017). A primary advantage of these methods
lies in their capacity to address non-linearities, which are prevalent in
economic relationships but often difficult to capture using traditional
parametric approaches. Specifically, non-parametric methods, such as
those employed in ML, excel in predicting potential outcomes under con-
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ditions of non-linearity due to their reliance on less restrictive assump-
tions regarding functional forms and the data-generating process.

This flexibility is particularly valuable in contexts where relationships
between variables may exhibit heterogeneity across subpopulations, or
involve complex interactions that are not easily specified ex ante. By ac-
commodating such complexities, ML methods facilitate the generation
of more precise and robust predictions, thereby enhancing the reliabil-
ity of causal inferences. Moreover, accounting for non-linearities miti-
gates the risk of specification errors, which could otherwise introduce
bias and compromise the validity of the analysis. More specifically, we
consider the French customs data as a matrix of observed outcomes to
be partitioned between: i) treated vs. untreated observations, depend-
ing on whether the units of observation had seen a reduction of tariffs or
a change in the quotas thanks to the CETA; ii) observations before and
after the signature of the CETA.

Crucially, we can follow the application of the CETA agreement with
monthly trade data from 2015M01 to 2018M12. As the signature occurred
in September 2017, we split the timeline around that threshold. Then, we
perform our exercise first at the product level, considering as treated the
manufacturing products that have been included in CETA, and then at
the firm level, this time considering multiproduct firms that have been
concerned by the CETA because at least one of their products is enlisted
by the treaty. In the product-level case, the matrix has cells identified
by 5,118 products at the HS 6-digit level, 18 alternative destinations, in-
cluding Canada, and time. In the second case, the matrix has each cell
identified by 3,791 multiproduct firms, 18 destinations, up to three of
their most exported products, and time. Preliminary evidence suggests
an endogenous product selection in the treaty, given that the products
covered by the new CETA provisions already had, on average, a larger
market for French producers before the treaty was signed. The products
on which the parties negotiated were already exported by a greater num-
ber of firms in France, more frequently, with a lower average transaction
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value and a lower average value dispersion. We argue that such an en-
dogenous selection needs to be monitored as it may be relevant for differ-
ent trade policy environments. In our case, we implement a placebo test
and confirm that matrix completion is capable of handling endogenous
selection.

Eventually, once the matrix of observed trade outcomes is designed,
we can drop the observations of the treated units after the agreement
entered into force and, thus, predict their trade values as if the CETA
had not been signed. Crucially, predictions are obtained by exploiting all
the information left in the matrix, including two years before the treaty.
On the other hand, we can control the prediction accuracy of the method
by looking at the elements of the matrix that were not treated. Following
standard approaches in machine learning methods, we train our model
on five random folds of the part of the matrix that includes untreated
units, and then we check out-of-sample how far our predictions are from
actual realizations of the outcomes.

For our purposes, CETA is a compelling case of an FTA whose nego-
tiation has been intricate, lengthy and contrasted. It took ten years since
the first discussions1 to have the agreement provisionally entered into
force in 2017. According to its provisional enforcement, most of the trade
provisions in the agreement have already been applied, although it is still
awaiting final ratification by all EU members2. During the negotiations,
France emerged as one of the main proponents of establishing a closer
trading relationship with Canada. A shared colonial past, a common
language,3 and similar consumer preferences give Canada more than an
incentive to trade with France. Ratification by the French Assembly was
voted on in July 2019, and the agreement was examined and eventually

1It dates back to a Canada-EU bilateral summit in Berlin in 2007.
2Even if the European Commission is solely in the competence of the trade policy of

the European Union, in July 2016 it was decided that CETA qualified as a mixed agreement
because it touches upon other policy domains different from trade, and thus it needed to
be ratified also through national procedures.

3English and French have been established as joint official languages since 1969.
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rejected by the Senate in March 2024, primarily due to concerns from
French farming unions that it would lead to unfair competition from im-
ported products.

Yet, an asymmetry was evident from the beginning for all parties in-
volved in the negotiation. The treaty would have prima facie been more
relevant for Canada than for European countries. However, the EU’s in-
terest was to foster unprecedented economic cooperation with new part-
ners in the face of the rise of emerging markets like China (Hübner et al.,
2017) and to have a testing ground for deep trade agreements covering ar-
eas beyond tariffs. CETA was designed as a comprehensive trade agree-
ment, covering not only tariff reductions but also regulatory alignment,
trade in services, investment protection, and intellectual property rights.
These deep provisions have significant potential to influence trade flows.
However, many of these measures lack product specificity, making it ex-
ceedingly difficult to isolate their individual effects within a rigorous
empirical framework. To address this challenge, our analysis adopts a
traditional approach by focusing on tariff reductions as a binary treat-
ment. Although this methodology has inherent limitations, it represents
a justified strategy in the context of our study. Tariff reductions provide
a clearly identifiable and measurable channel through which the agree-
ment influences trade, offering a practical means of gaining meaningful
insights. Additionally, this approach facilitates the exploration of hetero-
geneity across products and supports broader general equilibrium anal-
yses, ultimately contributing to a more comprehensive understanding of
CETA’s economic impact.

Notably, general equilibrium considerations reveal crucial because
the above mentioned asymmetry in the size of parties involved in the
Treaty makes the local competition among European exporters poten-
tially larger compared to the relatively smaller positive demand shock
induced by the trade liberalization.4 Therefore, by looking from the per-

4Please note that Canada’s GDP is similar in size to Italy’s. France is Canada’s ninth-
largest trading partner and the fourth-largest among EU members. At the same time,
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spective of a single exporting country, France, we would expect a non-
negligible impact, possibly hampered by the competition of French ex-
porters with other European producers. We proceed with our investiga-
tion in three steps. At first, we evaluate the overall impact of CETA at
the product level. Crucially, at this stage, we find that CETA positively
impacted French exports at both the intensive and extensive margins.
On the one hand, product-level flows to Canada increased on average by
1.28%. On the other hand, we find that there has been a relevant prod-
uct churning due to the treaty beyond regular entry-exit dynamics, as
about 13.1% of new French products reached Canada for the first time,
and 11.9% of them abandoned the market thanks to the new provisions.
Importantly, our matrix completion approach allows us to expose the rel-
evant heterogeneity of the impact of a trade treaty. We argue that it is an
advantage with respect to other more synthetic empirical strategies. In
fact, we can evaluate the full distribution of treatment effects that emerge
from the matrices, i.e., on each product or firm that is concerned by the
CETA. In doing so, we observe that we have both cases of positive and
negative impacts on observed units and that, for example, the treatment
effects on single products are positively associated with a measure of re-
vealed comparative advantage for French exporters vs. the rest of the
world. That is, the increase in the export flow has been higher for those
products for which French producers had a competitive edge before the
treaty signature. Similarly, when we consider the heterogeneity at the
extensive margin, we find that product churning is positively associated
with the elasticity of substitution. In other words, as largely expected, the
French products that either enter or exit the Canadian market as a direct
consequence of the new treaty are also the ones that have an elasticity of
substitution that is higher if compared with products that just continue to
be exported. In the second stage of the analysis, we investigate the firm-
level dimension with a special focus on the strategies of multi-product

Canada stands as only the thirtieth-largest partner, amounting to a share of only 0.8% total
exports.
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firms. Trade theory tells us that the latter can adjust their portfolios after
the signature of a trade treaty. After we rank products within firm-level
portfolios, we find that multi-product firms, on average, sell relatively
more of the already first-sold products to Canada after the CETA. We be-
lieve this result is consistent with the theoretical framework proposed by
Mayer et al. (2021) and Eckel and Neary (2010), according to which mul-
tiproduct exporters tend to reallocate their product mix as a response
to the demand shock in the export markets. In fact, trade liberalization
generates relatively higher competition for French exporters, who find it
convenient to invest relatively more and focus on the products on which
they have a higher competitive advantage. Finally, we follow best prac-
tices in the trade literature dealing with general equilibrium effects of
a change in bilateral trade costs between parties to a trade agreement
(Anderson & Yotov, 2016; Head & Mayer, 2014). Cancellation of tariffs
between the parties increases relative trade costs between the parties and
third countries, leading to indirect trade effects. This is indeed consistent
with a classical Vinerian diversion effect (Viner, 1950), whereby trade
between parties to a PTA partially substitutes for trade between third
parties that do not participate in the PTA. Following this logic, reducing
trade costs with Canada is equivalent to a relative increase in the costs of
exporting to other destinations. In our context, trade diversion takes the
form of indirect policy spillovers: we detect a significant and negative
association between the effects on the export of products from France
to Canada enlisted by the CETA and the changes in the exports of the
same products from France to alternative destinations. The correlation
is all the more significant for products with a relatively higher substitu-
tion elasticity. The remainder of the paper is structured as follows. We
begin with a short review of the relevant literature in Section 2.2. Section
2.3 presents the data and offers preliminary evidence. In Section 2.4, we
outline the empirical strategy. Results are displayed in Section 2.5, while
robustness and sensitivity checks are presented in Section 2.6. Section 2.7
concludes.
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2.2 Related Literature

Ex-post evaluation of free trade agreements is challenging (Baier et al.,
2019) because they often entail an endogenous selection of partners or
products (Baier & Bergstrand, 2004, 2009), on the one hand, and a self-
selection of heterogeneous exporters (Melitz, 2003), on the other hand.
Hence, Goldberg and Pavcnik (2016) consider this endogeneity a major
hurdle to the causal identification of the economic impact of FTAS.

This endogeneity of PTAs has been addressed by using various ap-
proaches, including gravity equations with additional controls (e.g. bilat-
eral fixed-effects) for unobserved characteristics (Abrams, 1980; Aitken,
1973; Bergstrand, 1985; R. C. Feenstra et al., 2001; Soloaga & Wintersb,
2001), instrumental variable (IV) or control-function techniques with cross-
sectional data (Baier & Bergstrand, 2002, 2009; Magee, 2003), panel data
models with a rich set of fixed effects (Baier & Bergstrand, 2007; Head &
Ries, 1998; Westerlund & Wilhelmsson, 2011; Yang & Martinez-Zarzoso,
2014), or matching techniques (Baier & Bergstrand, 2009; Egger & Tarlea,
2021).5 In this paper, we explore the scope for using a potential outcome
model to assess the causal impact of preferential trade agreements6. In
particular, we draw from the most recent advances in causal machine
learning, whose aim is to estimate average causal effects after predicting
the missing potential outcomes with non-parametric methods (Abadie
et al., 2010, 2015; Arkhangelsky et al., 2019; Chernozhukov et al., 2021).
Specifically, we leverage the literature on matrix completion that origi-
nally exploited observed information to predict unobserved information
when matrices are sparse (E. Candes & Recht, 2012; E. J. Candes & Plan,
2010; Mazumder et al., 2010). For our purpose, we adapt the algorithm

5See the reviews by Limão (2016) and Larch and Yotov (2023) of the empirical exercises
estimating the impact of trade agreements.

6The framework for causal inference that uses ‘potential outcomes’ to define causal ef-
fects at the unit level in the context of randomized experiments and quasi-experiments is
dubbed Rubin Causal Model (Rubin, 2005). The introduction of this framework in eco-
nomics helped comply with the so-called credibility revolution cited by Angrist and Pischke
(2010).
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initially proposed by Athey, Bayati, et al. (2021), whose intuition is that a
matrix approach can also be used for causal inference while allowing for
time dependence, unregularized units and time-fixed effects. All proper-
ties that, according to Athey, Bayati, et al. (2021), help boost the quality
of potential outcomes’ predictions.

On top of empirical challenges, we know from trade theory that op-
posing mechanisms may hinder an accurate estimate of the impact of
tariff reduction. On the one hand, a tariff reduction implies greater mar-
ket access because the demand increases in the liberalized market. On
the other hand, tariff reductions under trade agreements may have pro-
competitive effects. When Marshall’s second law of demand does not
apply, monopolistic exporters may reduce their markups in response to
reduced tariffs (Mrázová & Neary, 2017) or preferential market access
(Crowley & Han, 2022). This induces, in turn, selection effects. Market
size and trade openness affect the intensity of competition in a market,
which reinforces the selection of exporters to that market (Melitz & Ot-
taviano, 2008). Against this background, we design our empirical strat-
egy encompassing multidimensional counterfactuals, both at the prod-
uct and firm level, which enable us to discuss competing mechanisms.

Crucially, our empirical design acknowledges the role of heteroge-
neous firms in trade agreements, especially in a world where multi-product
firms dominate trade flows (Bas & Bombarda, 2013; Eckel & Neary, 2010;
R. Feenstra & Ma, 2007; Iacovone & Javorcik, 2010). In this, we refer
to Mayer et al. (2014) and Bernard et al. (2010, 2011), who incorporate
multi-product firms into models of heterogeneous firms while building
upon the pioneering work by Melitz (2003). They show that tougher
competition in a liberalized market leads firms to skew their export sales
towards their better-performing products. On a similar line of research,
Dhingra (2013) and Qiu and Zhou (2013) predict that falling trade costs
make the most productive firms expand their product scope, and the
least productive firms contract theirs. According to J. Baldwin and Gu
(2009), the net effect could be ambiguous because tariff cuts can both in-
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crease exporters’ plant size by extending the production-run length of
the exported portion of the product line and reduce the exporters’ plant
size by reducing the total number of products. A final layer of com-
plexity that we consider in this contribution arises when considering the
adjustment mechanisms of firms to multiple destinations. Two mecha-
nisms concur with third-country effects, i.e., on destination markets that
are not part of the signed PTA. On the one hand, reducing trade costs
between the EU and Canada increases the relative cost of exporting to
countries that are not parties to the agreement. General equilibrium ef-
fects of a change in the matrix of bilateral trade costs are conducive to
indirect trade effects (Anderson & Yotov, 2016; Head & Mayer, 2014).
Trade between parties to a PTA partially substitutes for trade between
parties and third countries, which should appear at the aggregate level
(Viner, 1950). On the other hand, at the firm level, the determinants of
exporters’ geographical expansion reveal patterns of entry, sales distri-
bution across markets, and export participation (Eaton & Fieler, 2019;
Eaton et al., 2004, 2011, 2012). Notably, Arkolakis and Muendler (2013)
and Arkolakis et al. (2021) found that the scope of exporters is unrelated
to the size of destination markets, but it is related to geographic distance.
As a result, after trade liberalization, we expect to observe a larger effect
on the intensive rather than the extensive margin of trade depending on
the geographical distance of the trading partner.

2.3 Data and preliminary evidence

2.3.1 Customs data and trade regime changes

Our primary data source is the French Customs (Direction Générale des
Douanes et Droits Indirects)7, where we have records of trade values at the
product, firm, and month levels. Products are originally classified by the

7The database was accessed through the CASD, French Secure Data Access Center
(project DYNAMEX).
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8-digit Combined Nomenclature (CN8), and firms are identified by their
SIREN number, i.e., the 9-digit identifier assigned to every registered
business in France by the National Institute of Statistics and Economic
Studies. Moreover, we rely on the WTO tariff databases to retrieve in-
formation on those products at the HS 6-digit level whose tariffs or tariff
quotas have been modified by the EU-Canada Comprehensive Economic
and Trade Agreement (CETA)8.

Original customs data are first aggregated from monthly to yearly
levels in September-August segments, following the timeline of the trade
treaty, which became operational in September 2017. In addition, we
align the product classification from the 8-digit Combined Nomenclature
(CN) to the 6-digit Harmonized System (HS) classification to match the
original information on products whose tariff or tariff quota has been
changed by CETA. Since the HS classification was revised in 2017, we
converted the codes of entries back to HS 2012.

So far, we have identified the perimeter of the product-level analyses
we perform in Section 2.5.1. Our investigation encompasses all products
that France exports to Canada regardless of the firms’ characteristics. In
the second part of the empirical strategy, we will focus on the impact
that CETA has on multiproduct firms; therefore, we need to eliminate
from our sample perimeter9: i) firms that do not export to Canada, ii)
firms that export only one product to Canada.

In Figures 6 and 7, we provide waterfall charts to visualize the rel-
evance of products and firms included in our study. On the one hand,
when we separate products liberalized after CETA, we observe that they
make up 77% of the total product lines exported from France to Canada.
On the other hand, the list of products that have seen a change in the

8Appendix Tables B1.1 and B1.2 briefly summarize the extent of tariff changes for French
exporters in Canada due to CETA

9In the original data, we find firms that are active in service industries and occasionally
export goods. We eliminate these cases from our firm-level sample perimeter because they
conceal a delivery of materials needed to proceed with the service supply (e.g., building
materials for construction firms, laboratory equipment for an R&D company, etc.).
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tariff or non-tariff regime thanks to CETA coincides for about 57% with
the list of product lines that French exporters already trade with the rest
of the world.

Figure 6: Products’ coverage in 2016

Note: The figure shows sample coverage of products in 2016. The y-axis indicates
the number of products, whereas the text boxes on top of the bars indicate the total
trade value in 2016. On the left is the number of products exported from France to
any destination. In the centre is the number of products exported to Canada. On the
right is the number of products that are both exported to Canada and fall under the
provisions of the Canada-EU Trade Agreement. The year 2016 was chosen because it is
the year immediately preceding the entry into force of CETA, thus providing a reliable
snapshot of the French context before the implementation of the agreement.

From our perspective, either stylized fact is worth further investiga-
tion. In the first case, we expect an endogenous selection of products
in the treaty negotiation, and we test it in the following paragraphs. In
the second case, we expect general equilibrium effects inducing indirect
trade effects on alternative destinations as it will be relatively more costly
to export the same products to alternative destinations: see Section 2.5.3.

As for firms, we first need to drop those that have never exported to
Canada because they are not directly concerned about the signature of
the CETA. Then, following a basic definition of multiproduct firms, we
will consider only those that export at least two products to Canada. In
this case, as from Figure 7, we can see that only about 10.5% of French ex-
porters reach Canada as an export destination. Among them, about 40%
are multiproduct firms and can sell a portfolio of at least two products in
Canada. Finally, among the latter, 79.8% have seen a tariff or non-tariff
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Figure 7: Firms’ coverage in 2016

Note: The figure shows sample coverage of exporters in 2016, while text boxes on top
of the bars indicate the total trade value in 2016. On the left is the number of French
firms that exported to any destination. Then, we report the number of exporters to
Canada and, among the latter, the number of multiproduct firms because they export
at least two products to Canada. On the right is the number of multiproduct exporters
to Canada, with at least one product enlisted by the Canada-EU Trade Agreement,
for which we indicate the value of their total exports to Canada, encompassing both
products with and without a trade regime change. The year 2016 was chosen because
it is the year immediately preceding the entry into force of CETA, thus providing a
reliable snapshot of the French context before the implementation of the agreement.

change in at least one of their products exported to Canada after CETA.
In the second part of the paper, the subset of multiproduct firms (ei-

ther manufacturing firms or trade intermediaries) is of special interest to
us not only because they are relevant in terms of aggregate trade flows
(2.55 billion euros vs 3 billion euros of total exports to Canada) but also
because they are a segment that potentially shows adjustments in prod-
uct scope, which would be otherwise hidden if we do not consider the
firm-level dimension. In Appendix Figure B1.1, we show French ex-
porters’ distribution of product portfolios to Canada.

2.3.2 Preliminary evidence

In the following paragraphs, we investigate whether products and firms
that have seen a change in the trade regime significantly differ from those
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that have not. The obvious intuition is that negotiators could have picked
production segments that could show higher gains from trade. Alterna-
tively, it is possible that bigger firms had the power to impose their own
agenda on negotiators. In Table 4, we investigate the issue with two se-
quences of t-tests on the difference in means of indicators that could pos-
sibly capture the peculiar differences between products included and not
included in the CETA. First, we test our indicators considering bilateral
exports from France to Canada. Then, we consider the same partition of
products under the CETA, this time looking at the features of products
and producers at the global level after aggregating over destinations.

Table 4: Characteristics of trade flows before CETA - 2015M01-2016M12

products products difference
in the CETA not in the CETA in means

Exports to Canada

Avg. trade value 30231.8 54023.6 -35700.5***
Avg. dispersion 65579.8 122571.7 -78671.4***
Avg. number of transactions 2571.4 599.9 1971.4***
Avg. number of firms 212.1 100.2 111.8***
Avg. firm’s exports 509,037.5 207,466.9 301,507.6***

All exports

Avg. trade value 35265.7 60645.2 -25379.5***
Avg. dispersion 162147.3 301385.0 -188687.6***
Avg. number of transactions 42852.1 23216.9 19635.2***
Avg. number of firms 1290.5 1278.3 12.18***
Avg. firm’s exports 8,150,142 1,412,479 6,737,762***

Note: The table reports t-tests computed on average indicators of the export matrix
in 2015-2016 considering products that will see a change with CETA in 2017 (column
2) vs. products whose trade regime will not change (column 3). Column 4 reports
differences in the means considering unequal variances. *** stands for p ≤ 0.001,
hence the average means are significantly different. In the first half of the table, we
consider only export flows to Canada, i.e., the destination involved in the treaty. In the
second bottom half of the table, we enlarge the matrix to consider export flows to all
export destinations, although they are not parties in the CETA.

The first three indicators we test in Table 4 refer to features of the
product-level monthly flows observed in the period 2015M01 to 2016M12,
while the other two indicators refer to the firm-level dimension. Starting
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from the top of the table, we observe that the average trade value of
products included in the CETA had a lower magnitude, a lower disper-
sion around the sample means, and its transactions were more frequent
in the two years preceding the treaty’s signature. If we look at exporters,
the product was usually traded by more firms, which had, on average, a
relatively higher exposure to Canada as an export destination.

If we look at the bottom of the table, we see that the same differences
observed in the bilateral relationship between France and Canada are
confirmed by aggregate flows between France and the rest of the world.
Briefly, products included in the CETA are usually traded by firms whose
export size is, on average, bigger, while single monthly flows are smaller,
more frequent, and with lower volatility around the mean value in the
two years before the CETA.

Eventually, preliminary evidence shown in Figure 4 motivates the
choice of an empirical strategy that is capable of handling an endoge-
nous selection of product lines in a trade treaty, thus making policy eval-
uation unbiased by the political economy of the bigger firms or by the
tendency of negotiators to cherry-picking products that already have a
higher potential.

Our preferred empirical strategy should also be capable of handling
the presence of heterogeneous time trends. It is, in fact, possible that
products and firms concerned by the CETA were already on paths to
growth before the treaty was signed. The presence of un-parallel time
trends could possibly confound the actual impact of the trade treaty. In
Figures 8 and 9, we display linear trends after the estimation of simple
difference-in-difference models10 of the intensive and extensive margins

10We estimate simple difference-in-difference models augmented with terms that capture
the differences in slopes across the products/firms that are concerned by the CETA and
those that are not. See Appendix B for more details. Results of the difference-in-difference
models are reported in Appendix Table . Please note how diff-in-diff results suggest that
the CETA had only an effect on the firm-level extensive margin, whereas no significant im-
pact is registered on the intensive margins at the product and firm levels. While serving
as a valuable reference point, a simple diff-in-diff methodology cannot be valid if the as-
sumption of parallel trends is violated, as from Figures 8 and 9, and when the treatment is
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Figure 8: Time trends at the product level, intensive and extensive margins

(a) Intensive margin (b) Extensive margin

Note: We report in panel (a) linear trends for trade values of product lines exported
to Canada, separating those that are included in the CETA and those that are not. In
panel (b), we report linear trends for the probability that a new product line is ex-
ported to Canada, separating those that are included in the CETA and those that are
not. The graphs are generated using the predictions of a difference-in-difference model
augmented with interactions of time with an indicator of treatment when products are
enlisted by the CETA.

Figure 9: Time trends at the firm-level on the intensive and extensive mar-
gins

(a) Intensive margin (b) Extensive margin

Note: We report in panel (a) linear trends for trade values of firms that exported to
Canada, separating those that have a product enlisted by the CETA and those that
have not. In panel (b), we report linear trends for the number of lines a firm exports
to Canada, separating those that have a product included in the CETA and those that
have not. The graphs are generated using the predictions of a difference-in-difference
model augmented with interactions of time with an indicator of treatment when firms
have a product enlisted by the CETA.
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for both products and firms, separating when they are concerned by the
CETA and when they are not.

After a graphical inspection, we can observe that intensive margins at
the product and firm levels (panels (a) in Figures 8 and 9) were already on
diverging paths. In the case of products, those not included in the CETA
were already on a downward trend. In the case of firms, those that do
not have a product enlisted by the CETA had been on a decreasing trend
in the years before the treaty and then increased significantly thereafter.
In the case of extensive margins, product flows do not show significant
differences, while firm-level pre-trends were significantly diverging.

In this context, as we will further discuss in section 2.4.2, the value
of our methodology lies in its ability to non-parametrically leverage all
available information, including time-destination evolution, without mak-
ing stringent assumptions about joint distributions or functional forms.

2.4 Empirical strategy

2.4.1 Treated products and treated firms

In the following paragraphs, we develop an empirical strategy to eval-
uate the impact of CETA. For the sake of generalization, we will define
a generic u-th unit of observation at time t, such that the exposure to
CETA, i.e., our treatment, can be defined as Wut. Yet, for our purpose,
we need to introduce two different definitions of policy treatment: one
at the product level and one at the firm level.

At the product level, we will consider the treated population, T , con-
sisting of all the products that experienced a tariff or a quota change af-
ter CETA. Let p denote the product, d represent the destination, and t

indicate time. Notice that d can indicate either Canada, as it is the only
destination in which treated products are exported with a tariff or quota
change, or it can indicate alternative destinations different from Canada.

not orthogonal to relevant characteristics of the treated units, as from Table 4.
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Please note that we consider a product as treated regardless of the desti-
nations in which it is exported. The latter setup will turn out to be useful
when we evaluate general equilibrium effects later in the paper.

Since CETA entered into force in September 2017, we aggregate monthly
flows by year τ in the period September-August11. In this case, the treat-
ment indicator is defined as follows:

Wpdt =

⎧⎨⎩1 p ∈ T , t ≥ τ

0 otherwise
(2.1)

When we switch to the firm level, our population consists of multi-
product firms that export to Canada at least two distinct products12. Among
them, the set of treated firms Θ is defined as:

Θ = {i : ΨitCA ∩ T ̸= ∅, t = [τ − 2, τ ], }

where ΨitCA represents the set of products p exported to Canada by
firm i in year t, and |ΨitCA| ≥ 2. Briefly, we consider as treated any firm
that, before and after the entry into force of CETA, exported at least two
products to Canada13, with at least one of them enlisted by the CETA.
Conversely, we will consider non-treated firms that exported at least two
products to Canada before CETA but do not have in their portfolio any
products included in the CETA.

Once we have defined the set of treated firms, Θ, we can establish the
treatment at the firm-per-product level. Let i denote the firm, p indicate
the product, and t represent the year. The treatment indicator at the firm

11In the following, τ − 2 refers to the period from September 2015 to August 2016, τ −
1 refers to the period from September 2016 to August 2017, and τ refers to the period
from September 2017 to August 2018. Our dataset provides information up to December
2018, which means we can only observe one period (τ ) ahead of CETA. Consequently, the
analysis is restricted to the short-term effects of the Treaty. Nonetheless, our approach is
also suitable for analyzing a staggered adoption scheme across multiple post-treatment
periods

12See Section 2.3 for a description of the firm-level sample selection strategy
13Note that in the following, CA stands for Canada
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level is defined as:

Wipt =

⎧⎨⎩1 ∀ |ΨitCA| ≥ 2, i ∈ Θ, t ≥ τ

0 otherwise
(2.2)

.

Therefore, in the following paragraphs, when we deem it not neces-
sary to specify it, our generic indicator of treatment Wut for the u-th unit
will suffice. When presenting results, we will indicate which of the eqs.
2.1 or 2.2 defines the treatment.

2.4.2 Matrix completion

At this point, we are ready to illustrate the details of our causal machine-
learning application on trade policy evaluation. Originally, matrix com-
pletion methods were used to recover lost information in highly sparse
matrices. In the context of statistical and computer science exercises,
the task has been to fill in the missing entries of a matrix that was only
partially observed (E. Candes & Recht, 2012; E. J. Candes & Plan, 2010;
Mazumder et al., 2010). The novel intuition by Athey, Bayati, et al. (2021)
is that one could instead frame a matrix completion algorithm in the con-
text of potential outcome models with predictions of missing multidi-
mensional counterfactuals. We adapt the framework by Athey, Bayati, et
al. (2021) to our case of trade policy evaluation, when we have N units of
observations (products or firms), T time periods, and there exists a pair
of potential outcomes, Yut(0) and Yut(1), with unit u exposed in period
t to the entry into force of the CETA. The generic treatment has been de-
fined in the previous section as a matrix with entries Wut ∈ {0, 1}, and
the realized outcomes are thus equal to Yut = Yut(Wut).

In our case, the fundamental problem of causal inference is that a
set M < NT of potential outcomes is not observed. Specifically, we
do not observe the outcomes of the treated units as if the treatment did
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not occur. In our context, we will never observe the potential exports of
products or firms concerned by the CETA as if the latter was not signed.
Briefly, we need valid counterfactuals for the set M, and the solution is
to predict them using the information available in the trade matrix from
entries O ≡ NT −M, which are observed. Once we obtain valid coun-
terfactuals, we can compute the relative treatment effect on the treated
(TET) expressed in monetary values as:

∀{u, t} ∈ M : TETut = Yut(1)− Ŷ ut(1) (2.3)

.
Then, we can manipulate the latter expression to find the best solu-

tion, in levels or in percentage points, depending on whether we want
to comment on the intensive or extensive margin, as we explain in the
following paragraphs.

Effects on the intensive margin

We can evaluate the impact of the new trade regime on the intensive
margin after looking at the moments of the entire distribution produced
by the entries we obtain from the matrix of counterfactuals. In this case,
we prefer to express the treatment effect on treated from eq. 2.3 as a ratio,
to comment in relative terms and on percentage points, in the form:

∀{u, t} ∈ M : TET ∗
ut =

Yut(1)− Ŷ ut(1)

Yu,t−1(1)
× 100 (2.4)

where Yut is the observed value for unit u at time t, Ŷ ut is correspond-
ing predicted value, and Yu,t−1 is the observed value for unit u at time
t − 1. Finally, we can compute the weighted average treatment effect on
the treated (WATET), also expressed in relative terms, in the form:

WATET =
∑︂

{u,t}∈M

sutTET ∗
ut (2.5)
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,
where sut indicates the salience of the export flows. For the sake of

simplicity, we can use for salience the share of the trade flows of unit u at
time t−1, i.e., before the signature of the CETA, on the total export flows
for each entry {u, t} ∈ M.

Effects on the extensive margin

In the evaluation of the extensive margin of trade, the potential outcomes
are binary, Yut(1) = {0, 1}, i.e., they are equal to one if the product is
exported and zero otherwise. Our matrix completion application reduces
to a classification problem, and we obtain predictions in a binary form,
Ŷ ut(1) = {0, 1}, such that treatment effects can have three alternative
values, TETut ∈ {−1, 0, 1}. A value −1 means that our counterfactual
predicts that a trade flow existed in that entry of the trade matrix, but
it actually did not. We will define the latter as the negative extensive
margin. A value of 1 implies that our counterfactual indicates that the
product should not have been traded, but it actually was. We will call
the latter the positive extensive margin. On the other hand, every time
that we find a TETut = 0, it means that our counterfactuals and the
observed outcomes corresponded. Please note that, against the previous
background, products can still enter or exit the foreign market following
regular product churning, regardless of a change in the trade regime.
The latter cases would all be flagged with a zero in the set of treatment
effects.

The estimator

Let us start by representing the entire trade matrix from the original data.
In the product-level analysis, we will have a matrix with entries defined
by the trade value of each 6-digit product-per-destination (i.e., the u-th
observation) and time in a cell. In the firm-level analysis, we report
each matrix cell’s trade by firm-per-product (i.e., the u-th observation)
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and time. Next, we empty the set M of matrix entries where we have ex-
ports with tariff and tariff-quota changes after the CETA signature, i.e.,
Yut(1) when ≥ 2017, and we ask the algorithm to reconstruct the full
matrix while feeding it information from the set O, including:

1. treated and untreated observations before the treatment, when CETA
did not exist (i.e., Yut(1) and Yut(0) when t < 2017)

2. untreated observations after the treatment (i.e., Yut(0) when ≥ 2017)

Further details on the product-level and firm-level trade matrices are
described in Sections 2.5.1 and 2.5.2, respectively. In our context, the
value of a matrix completion approach lies in its ability to leverage non-
parametrically all available information without making stringent as-
sumptions on joint distributions and functional forms. By predicting
each unobserved potential outcome, we obtain multidimensional coun-
terfactuals for each cell in a matrix that pertains to treated units, there-
fore taking on board all the heterogeneity that can possibly derive from
a trade policy treatment.
We obtain predictions from a decomposition of the N×T matrix Y, such
that:

Y = Ỹ + γ̃ + δ̃ + ε (2.6)

where we can collect Ŷ = Ỹ + γ̃ + δ̃, as these are the components we
want to estimate. Among them, Ỹ is a low-rank matrix with respect to
the original N × T . Then, we have γ̃, which is the N × 1 vector of row-
fixed effects, and δ̃, which is the 1 × T vector of time fixed effects14. In
our context, the N × 1 vector of row-fixed effects can represent either
product-destination or firm-level fixed effects, respectively. Eventually,
we leave ε as an N × T matrix of random noise values.

14Note that the row and column-fixed effect can be subsumed in matrix Ỹ. However,
Athey, Bayati, et al. (2021) already pointed out that separating fixed effects without reg-
ularization greatly improves prediction quality. In our case, we confirm that prediction
power deteriorates when we do not separate fixed effects.
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Our Ỹ is the result of a singular value decomposition (SVD), such that
Ỹ = SΣR⊤, where S and R are unitary matrices, and Σ is a rectangular
diagonal matrix with singular value entries σu(Y ). The latter entries are
substituted by max(σi(Ỹ)− λY , 0) after regularization. In fact, we intro-
duce regularization on the Ỹ component, λY ||Ỹ||, to avoid overfitting.
In our context, overfitting would imply that the model corresponded too
closely to the training matrix, and its power would be poor in predicting
counterfactuals. Indeed, overfitting problems more likely arise in cases
like ours where we have a high N×T dimensionality. Finally, the estima-
tor can be written as the result of an optimization problem in the general
form:

min
Ỹ ,γ,δ

[︄ ∑︂
(u,t)∈O

1

|O|

(︄
Yut − Ỹ ut − γi − δj

)︄2

+ λY ||Ỹ||∗

]︄
(2.7)

where O includes any pair (i, t) in the set of observed export out-
comes, and ||Ỹ||∗ is the nuclear norm of the matrix Σ̃ resulting from
shrinking the scaling matrix with the singular value decomposition (SVD)
by λY . We select the optimal value of λY after cross-validation15 on K

different random subsets Ok ⊂ O of the original matrix, having a fraction
of observed data equal to the one in the original sample. Finally, once we
have predicted matrix Ŷ, we obtain the counterfactuals we need to esti-
mate treatment effects as in eq. 2.3.

2.5 Results

In this section, we discuss the findings of our application to both a product-
level and a multiproduct firm-level investigation. For each case, we in-
troduce separate exercises for the intensive and extensive trade margins.
In each case, we start by describing the specific design of the matrix struc-

15As we choose a nuclear norm for regularization, the estimator can be computed using
fast convex optimization programs like the one proposed by Mazumder et al., 2010
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ture that we draw before running the estimator. Then, we report the
prediction accuracies always needed to validate the model. Finally, we
comment on the results with the help of a few post-estimation statistics.

2.5.1 Product-level analysis

The unit of observation is the product p at the 6-digit level of the HS
classification exported at time τ to different destinations d. A product
is treated if its tariff or quotas have changed after CETA since September
201716. Therefore, in this section, we are interested in evaluating treat-
ment effects on the treated in percentage points, which we now write as
TET ∗

pdt because the general u-th unit of observation is now represented
by a product p, at destination d, and time t.

For our purpose, besides Canada, we aggregate and rank major des-
tinations of French exports to avoid matrix sparsity17. We compute two
separate destination rankings, and then we consolidate them. At first,
we rank importing countries based on the average total trade value they
received from France in 2010-2016. In a second exercise, we rank destina-
tions after counting the number of products received from France in the
same period. Finally, we include in our selection those countries that are
in the top ten in either ranking. The remaining destinations are mainly
aggregated by continent (e.g., the rest of Europe, the rest of Asia, etc.).
In Appendix Table B1.4, we record the relative trade importance of each
destination in our final ranking.

As for products, we ensure we can properly separate the intensive
and the extensive margin. In the first case, we only consider the subset of

16Please note how, since eq. 2.1, we consider the treatment to be product-specific and
not destination-specific. The reason is that we will also investigate policy spillovers in
destinations that are not directly affected by the CETA, as it will become evident in Section
2.5.3.

17As in Fontagné et al. (2018), we also observe a high sparsity because the selection of
products at each destination is stringent. In the original data, the vector of products ex-
ported to each destination contains, on average, at least 80% of zeros. A highly sparse
matrix with an inflation of zeros complicates calculations while saturating computer mem-
ory.
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Figure 10: Matrix Structure for the product-level analysis
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products that were exported to Canada in either of the two years before
the treatment and were still exported after the CETA18.

In Figure 10, we visualize our matrix structure. In the case of the in-
tensive margin, the P rows of the matrix correspond to the HS 6-digit
products exported by France. The TD columns of the matrix, instead,
correspond to the set of D possible export destinations in T different
times. Then, each matrix element Ypdt is the total export value for prod-
uct p at destination d and time t.

In the case of the extensive margin, our focus is the effect on the ex-
port probability of treated products. In this case, we will consider all
possible products P exported by France anywhere, and each matrix ele-
ment is a binary variable, Ypdt = {0, 1}, which takes the value 1 if product
p ∈ P is exported at destination d in time t, and 0 otherwise.

We estimate the model by solving the minimization problem described
in the generic eq. 2.7, and we obtain two matrices of predicted outcomes:
one for the intensive margin and one for the extensive margin. Then, cru-
cially, Table 5 reports some measures of the prediction accuracy. Briefly, a

18For a visual representation of the trade patterns included in the intensive margin, see
Appendix Table B1.3.
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Table 5: Prediction accuracy at the product level

model min RMSE Y SI NRMSE

Intensive Margin 7.12126 7,060.71 0.000001 0.00027
Extensive Margin 0.25861 0.25861

Note: The table reports standard measures of prediction accuracy. Y is the average
trade of a line p in a year for any destination d, and it is used to compute the nor-
malised version of the RMSE and the Scatter Index (SI). The value of Y indicates the
average predicted counterfactual in monetary values. On the extensive margin, no nor-
malization is required, as the predicted outcomes are already in a range 0, 1.

certain level of prediction accuracy guarantees that our empirical model
returns valid counterfactuals. If the predicted values are close enough to
the observed values, then we expect a minimum bias when we evaluate
the impact of the policy. As in a standard machine learning framework,
the algorithm is first trained on different in-sample subsets and then eval-
uated on out-of-sample segments. In our specific case, the evaluation is
made with a minimum average Root Mean Squared Error (RMSE) ob-
tained after five random folds19.

Notably, we record a high prediction quality in both cases of the in-
tensive and extensive margins, as indicated by the small values of the
Normalized Root Mean Squared Error (NRMSE) and the Scatter Index
(SI). For the intensive margin, the average difference between the pre-
dicted and observed values is 7.12 in the case of the intensive margin
and 0.26 in the case of the extensive margin.

19Following the original procedure by Athey, Bayati, et al. (2021), five random folds
are used as cross-validation to derive the optimal λ∗

Y of eq. 2.7. For each λY , we train
our model in-sample on each k-th random training subset, Ok ⊂ O, and we compute
Ŷ(λY (k),Ok). We then calculate the RMSE for each out-of-sample kth testing set. We pick
the λY corresponding to the minimum RMSE, which guarantees better prediction accuracy.
Thus, Table 5 reports the minimum average RMSE corresponding to the optimal λ∗

Y .
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Products’ intensive margin

Let’s start by looking at the heterogeneity of the treatment effects on the
intensive margin for products exported to Canada in Figure 11. We can
find either products that experienced a reduction in trade following the
implementation of CETA or products that consistently benefited from the
new trade regime. Visually, we can realize that positive treatment effects
slightly prevail. In Table 6, column (1), we report the average weighted
treatment effects on the treated products, following eq. 2.5, which is our
synthetic number to evaluate how product-level trade responded to the
new trade regime. We find a positive and significant value of 1.28% on
export flows20. Interestingly, other moments of the distribution help us
in evaluating the impact of the CETA. The simple average (ATET), the
median, and the skewness all point to an overall positive yet asymmetric
impact on product-level export flows.

Yet, the great degree of heterogeneity of the treatment effects is worth
special attention, as it is a piece of evidence that has been neglected
in trade policy literature. We argue that exposing heterogeneity is one
important advantage of implementing matrix completion for trade pol-
icy evaluation, whereas the otherwise typical empirical test would have
summarized the policy’s effectiveness with a unique synthetic coeffi-
cient. For example, if we implemented a simple diff-in-diff strategy, as in
Appendix B, we would obtain a unique statistically non-significant coef-
ficient, on which we would have concluded that the treaty did not have
any impact. In reality, positive and negative effects could cancel out, and
the unique coefficient can conceal relevant heterogeneity.

20The statistical significance is derived from the computation of a weighted standard de-

viation computed as

√︄∑︁N
i=1 wpdt

(︂
TET∗

pdt
−WATETpdt

)︂2

(M−1)\M
∑︁N

i=1 wpdt
, where we take into account the

distribution of weights, M is the number of the treatment effects on the treated products
that we computed, and WATETpdt is the weighted average we get from 2.5.
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Figure 11: Distribution of the relative Treatment Effects on the Treated (TET)
- intensive margin

Note: The figure reports a histogram for the distribution of relative treatment effects,
TET ∗

pdt, following eq. 2.5, which have been computed for each HS 6-digit product
exported to Canada that has seen a change in the trade regime after CETA, and then
they are weighted for the relevance each product had in the year before the treaty
signature.

Table 6: Weighted Treatment Effects on the Treated (WATET) products to
Canada - intensive margin

Model WATET weighted st. dev. N. products
(1) (2) (3)

Intensive margin 1.278*** 0.524 2,165
Note: The table reports the Weighted Average Treatment Effects on the Treated (WA-
TET) products, obtained from TET ∗

pdt, considering the relevance each product had in
the year before the treaty signature. The weighted standard deviations are computed

as

√︄∑︁N
i=1 spdt

(︂
TET∗

pdt
−WATET

)︂2

(L−1)\L
∑︁N

i=1 spdt
, where L is the number of counterfactuals in the

trade matrix for Canada. *** stand for p < 0.001.

The heterogeneity is still pronounced when we group single products
by main classes, as in Table 7 and Figure 12. Apparently, most class reg-
ister a positive impact, with the exception of Animal and Animal Prod-
ucts, Mineral Products, Plastics/Rubbers, and Wood & Wood products;
no negative impact is found on any other class. The impact is positive
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and higher in Foodstuffs with a weighted average treatment effect (WA-
TET) of 1.9%, and it is lower in the case of Stone and Glass Products
with a WATET of 0.5 %. Notably, almost all distributions are positively
skewed with an asymmetry in favour of the positive quadrant, with the
exceptions of Mineral Products (HS 25-27) and Wood & Wood Products
(HS 44-49), whose WATETs are anyway non-significantly different from
zero.

Nonetheless, when we evaluate the entire distribution of each prod-
uct class, we always observe a fringe of products for which the signature
of CETA has brought a negative impact. Even if such negative effects do
not dominate the distributions, where the impact is either positive or sta-
tistically non-significant, they are still relevant and require a discussion.
As a matter of fact, unweighted standard deviations are high, and they
indicate huge variations around the average treatment effect. Therefore,
we introduce in Section 2.5.1 a few descriptive statistics that help and
qualify the positive and negative variation around the albeit positive av-
erage effect.

Extensive margin

Figure 13 provides a snapshot of the impact on the extensive margin,
while corresponding numbers are reported in Table 8. The impact is eval-
uated by considering the additional entry-exit dynamics due to CETA on
top of the regular entry-exit that we would have seen in any case in the
absence of any treatment. In Figure 13, we start by separating the exiting
products on the left and the entering products on the right. The light-
coloured areas indicate, in both cases, the share of entry-exit that we do
not attribute to the CETA because it is regularly predicted by the matrix
of potential outcomes we obtain after our algorithm. The dark-coloured
area represents instead the cases of treatment effects (TET) that are differ-
ent from zeros, as from eq. 2.3. If we compare with the number of incum-
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Figure 12: Distribution of the relative Treatment Effects (TE) on the intensive
margin by main product classes

Note: The figure reports histograms for the distribution by main product classes of
relative treatment effects, TEpdt∗ , following eq. 2.5, which have been computed for
each HS 6-digit product exported to Canada that has seen a change in the trade regime
after CETA, and then they are weighted for the relevance each product had in the year
before the treaty signature.
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Table 7: Weighted Average Treatment Effects on the Treated (WATET) prod-
ucts to Canada - intensive margin of main product classes

Product class Class name WATET weighted st. dev. N. products
01-05 Animal & Animal Products 0.503 1.341 43
06-15 Vegetable Products 0.958** 0.363 109
16-24 Foodstuffs 1.902*** 0.125 130
25-27 Mineral Products 1.000 0.547 11
28-38 Chemicals & Allied Industries 1.161** 0.406 232
39-40 Plastics / Rubbers 0.454 0.498 129
41-43 Raw Hides, Skins, Leather & Furs 0.679*** 0.182 27
44-49 Wood & Wood products 1.073 0.717 36
50-63 Textiles 1.351*** 0.167 442
64-67 Footwear / Headgear 1.337*** 0.275 36
68-71 Stone / Glass 0.476* 0.183 88
72-83 Metals 1.4* 0.620 230
84-85 Machinery / Electrical 0.927*** 0.277 417
86-89 Transportation 1.249* 0.562 83
90-97 Miscellaneous 1.119*** 0.239 186

Note: The table reports the Weighted Average Treatment Effects on the Treated (WA-
TET) exports by main product classes to Canada. Treatment effects in percentage
points, TET ∗

pdt, are weighted for the relevance each product had in the year before
the treaty signature to obtain the unique WATET . The weighted standard deviations

are computed as

√︄∑︁N
i=1 spdt

(︂
TET∗

pdt
−WATET

)︂2

(L−1)\L
∑︁N

i=1 spdt
, where L is the total number of the

treatment effects on the treated units for the reference population of each row. To miti-
gate the impact of the limited number of observations in certain product classes, boot-
strapping was employed to estimate the errors more robustly.*** stand for p < 0.001.

bent products21 in 2017; the bar on the left indicates a positive extensive
margin of about 14.5%. That is, in 2017, we had an additional 14.5% of
products exported from France to Canada for the first time, thanks to
CETA. On the other hand, we register a negative extensive margin equal
to 13.1% if we compare it with incumbent products. That is, in 2017, we
had an additional 13.1% of products that were not exported anymore due
to CETA.

In Table 9, we further separate negative and positive extensive mar-
gins by main product classes. Here, we explicitly focus only on the entry-
exit dynamics we attribute to CETA. Notably, the product class that has

21We consider as incumbent the 2,031 products exported in Canada after the signature of
the treaty, and that were also exported at least two years before the signature of the CETA.
If we consider the demography predicted by the algorithm in the absence of the CETA, we
would have about 5.2% of regular entries and 6% of regular exits. These numbers are close
to what we find in entry/exit in previous years, before CETA.
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Figure 13: Positive and negative extensive margin

Note: The figure reports the numbers of exiting (on the left) and entering products (on
the right) that we observe after the signature of the CETA. The light-coloured areas
indicate products that would have entered or exited in any case without the CETA, i.e.,
they are predicted as such in the matrix of potential outcomes. The dark-coloured area
includes products that enter or exit Canada as a result of the CETA signature, i.e., they
are obtained as non-zero treatment effects after the matrix of potential outcomes.

Table 8: Positive and extensive margins - with and without CETA

with CETA without CETA Total
Negative extensive margin 263 123 386
Positive extensive margin 294 106 400

Note: The table reports the numbers of exiting (first row) and entering products (sec-
ond row) that we observe after the signature of the CETA. In the first column, we
report the numbers of products that have entered or exited due to the CETA, i.e., they
are obtained as non-zero treatment effects after the matrix of potential outcomes. In
the second column, we report the numbers of products that have entered or exited not
due to the CETA, i.e., they are predicted as such in the matrix of potential outcomes.

by far benefited the most from the treaty is the Chemicals & Allied Indus-
tries (HS 28-38), with an entry of 71 more products, followed by Machin-
ery/Electrical (HS 84-85) with 37 new products, and Textiles (HS 50-63)
with 31 new products. If we look at the negative extensive margin, we
find that the group with the highest number of exits is Textiles (HS 50-
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63) with 60 products, followed by Vegetable Products (HS 06-15) with 41,
and Metals (HS 72-83) with 35. Notably, Textiles (HS 50-63) is the class
for which the net extensive margin has been most negative, with a loss of
29 products, whereas Chemicals & Allied Industries is the one with the
highest gain from the net entry, with a total of 42 products.

Table 9: Extensive margin by main product classes

HS class Product class Exiting Entering Net entry

01-05 Animal & Animal Products 19 24 5
06-15 Vegetable Products 41 22 -19
16-24 Foodstuffs 6 11 5
25-27 Mineral Products 12 8 -4
28-38 Chemicals & Allied Industries 29 71 42
39-40 Plastics / Rubbers 3 1 -2
41-43 Raw Hides, Skins, Leather & Furs 1 4 3
44-49 Wood & Wood products 12 21 9
50-63 Textiles 60 31 -29
64-67 Footwear / Headgear 0 0 0
68-71 Stone / Glass 5 16 11
72-83 Metals 35 34 -1
84-85 Machinery / Electrical 31 37 6
86-89 Transportation 5 5 0
90-97 Miscellaneous 4 9 5

Total 263 294 31

Note: The table reports the numbers of exiting (first column) and entering products
(second column) by main HS product class. The focus is on the extensive margins we
observe as they are due to the CETA, i.e., they are obtained as non-zero treatment ef-
fects after the matrix of potential outcomes. The third column represents the difference
between the entry and the exit.

Post-estimation analysis

In this section, we explore a few additional descriptive statistics that
help qualify the relevant heterogeneity we detected in the previous para-
graphs. We investigate the intensive and the extensive margins in Canada
in relationship with a few dimensions that we deem important to de-
scribe the heterogeneity we observe.

Let us start with the results of the intensive margin. Most interest-
ingly, we record a positive correlation between the treatment effects ex-
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pressed as percentage points, TET ∗
pdt, and a measure of revealed com-

parative advantage (RCA) computed in the year before treatment con-
sidering the universe of French customs data22. Eventually, in Figure 14,
we visualize the statistical association with a 95% confidence interval.
We observe that the correlation is positive and statistically significant af-
ter the threshold value when RCA is equal to one.

Briefly, Figure 14 shows that the higher the previous comparative ad-
vantage of the product in Canada, the higher the positive impact of the
CETA. When tariffs are reduced or quotas are extended, the response in
percentage points is higher for those products that were already selling
well on the Canadian market. In a nutshell, a good portion of product-
level heterogeneity in the effects of CETA is finally explained by initial
comparative advantage positions. The latter is an interesting result that
we can record because we can rely on an array of counterfactuals thanks
to matrix completion.

Please note, however, that when RCA is lower than one, the associa-
tion is not statistically significant. In cases of products that were at a com-
parative disadvantage, when a product was not selling well in Canada,
it is not clear what impact we should expect after the treaty signature. At
this point, we can proceed with investigating the estimates we obtained
for the extensive margin in Canada. Figure 15 reports the results of two
binary regressions. In both cases, we visualize the result of a linear re-
gression model whose dependent variable is the trade elasticity of the
single HS 6-digit product sourced from Fontagné et al., 2022. On the left
panel, a binary variable (Yes/No) declares whether the product entered
the Canadian market due to the CETA or was already exported. On the
right panel, a binary variable (Yes/No) declares whether the product ex-

22The standard measure of revealed comparative advantage (RCA) that we compute is

in the form: RCApt =

XCA,pt
XCA,t
XW,pt
XW,t

, where XCA,pt is the export flow of the single p HS 6-digit

product from France to Canada at time t, XCA,t is the total export to Canada at time t,
XW,pt is the export of the same p product from France to the world at time t, and finally
XW,t is the total export from France at time t.
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Figure 14: Treatment Effects on the Treated (TET %) and comparative ad-
vantage - intensive margin

Note: The figure reports a plot of the predicted margins after a linear regression be-
tween the set of treatment effects on the treated in percentage points TET ∗

pdt when
the destination is Canada and a standard measure of Revealed Comparative Advan-
tage computed in the year before the CETA. The reference line, when RCA is equal to
one, indicates that products below it were at a comparative disadvantage and products
above it were at a comparative advantage. Bars indicate a 95% confidence interval.

ited the Canadian market due to the CETA or survived after the treaty.
What we see is that entering and exiting products have, in general, a
higher trade elasticity if compared with incumbent products. We believe
it makes sense that products whose response to changes in trade costs is
relatively higher are also the ones that react the most to a tariff reduction
or a quota extension, eventually contributing to the extensive margin.
In the case of the negative extensive margin, a fringe of exporters who
face a relatively higher trade elasticity observe the changes in the rela-
tive costs and decide to reduce export values up to the point of exiting
the Canadian market. Similarly, in the case of the positive extensive mar-
gin, a fringe of producers who face a relatively higher trade elasticity
were not able to export in Canada and decided to enter the market when
they observed an albeit small change in tariffs or quotas23.

23We also examined the impact of the elasticity of substitution on the intensive margin
and the role of comparative advantage on the extensive margin. However, these tests did
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Figure 15: Extensive margin and trade elasticity

Note: The figure reports a plot of the predicted margins after two linear probability
models (LPMs), whose dependent variable is the trade elasticity of the single HS 6-
digit product that is exposed to the CETA. In the left panel, the comparison is between
incumbent and the exiting products. In the right panel, the comparison is between the
incumbent and the entering products. Trade elasticities are sourced from Fontagné et
al., 2022. Bars indicate a 95% confidence interval.

2.5.2 Firm-Level Analysis

Our choice is to investigate the peculiar category of multi-product firms.
The latter is an interesting category of firms that is certainly relevant,
as we have seen in Figure 7 that multiproduct firms are responsible for
about 85% of export flows from France to Canada. From another per-
spective, multiproduct firms are also an interesting case to follow after
trade liberalization events because we want to test whether they adjust
their portfolios of products as predicted by trade theory.

From the original data, we select only those firms exporting more
than one product to Canada within our time frame. Then, we generate a
ranking for each firm by ordering products based on their trading values,
from the most to the least traded by the single firm in the year before the
treaty. We will report results only on firms that trade at least two or three
product lines to reduce the noise caused by yearly volatility in bigger

not yield any significant results.
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Figure 16: Matrix Structure for the firm-level analysis
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portfolios of products. Notably, the first most traded products at the firm
level account, on average, already for 70% of that firm’s exports.

In Figure 16, we report the design of a firm-level matrix to study the
intensive margin by multiproduct firms. Please remember that, consis-
tently with eq. 2.2, we consider as treated any (multiproduct) firm with
at least one product line whose tariff or quota has been affected by the
signature of the CETA. In Figure 16, rows correspond to the N multi-
product French exporters. Among them, Θ is the population of treated
firms, and (N −Θ) is the set of untreated firms. Each column represents
a different combination of time t and product p. The product is identified
at the HS 6-digit level, and we include only the three most traded lines
for each firm before τ , i.e., the year of treatment, among those exported in
each of the three years in the panel. The matrix element Yi,(pt) measures
the observed outcome of firm i for the product p at time t.

Similarly to what we did at the product level, we reconstruct the ma-
trix of observed outcomes and predict the counterfactuals following the
estimator in eq. 2.7. Table 10 presents summary statistics of the predic-
tion quality of our firm-level exercise. The percentage of expected error
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for the parameter of interest (i.e. the Scatter Index) is 29%. Prediction
power indicates that the algorithm successfully replicates the dynamics
of the original matrices of outcomes in the observed entries24. At this
point, we can validly use predicted values of unobserved potential out-
comes as counterfactuals for what would have happened if CETA was
not signed.

Table 10: Prediction quality - Firm-level analysis

Model n. obs. Y min Av(RMSE) SI NRMSE

Intensive 3,177 203,345.61 59,069.2 29.04 42.93

Note: The table collects quality indicators for the predictions of observed values in
the multiproduct firm-level exercise. The following columns indicate the average pre-
dicted value, the root mean squared error (RMSE), the scatter index, and the normal-
ized RMSE.

Multiproduct firms and product scope

Results on the impact of CETA on multiproduct firms are reported in
Table 11, while Figure 17 reports a visualization of the distributions of
treatment effects for the first, second and third exported products, re-
spectively. Please note that, in these paragraphs, we are considering
the multiproduct firms exposed to CETA and that exported at least three
products in Canada vs. a control group of untreated firms, as described
in eq. 2.4.1. Therefore, our quantities of interest are the treatment effects
on the treated, TET ∗

ipt, expressed in percentage points with reference to
products ordered, p = {1, 2, 3}, after considering their trade values in the
firm’s portfolio before CETA.

If we look at the first part of Table 11, we find that the weighted av-
erage treatment effect on the treated (WATET) first products is 0.87%, al-

24As in a classic machine-learning predictive framework, the algorithm is first trained
on different in-sample subsets and then tested out of the sample. See also footnote 19 for
further details.
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Table 11: Weighted Average Treatment Effects on the Treated (WATET)
products ranked by the multiproduct firms

Type of firm/product WATET weighted st. dev N. obs

All firms
First exported product 0.886* 0.481 418

Second exported product 0.001 0.001 418

Third exported product 0.012*** 0.001 418

Manufacturing firms

First exported product 0.729*** 0.296 298

Second exported product -0.025*** 0.001 298

Third exported product 0.001 0.001 298

Trade intermediaries

First exported product 0.157*** 0.003 120

Second exported product 0.027*** 0.001 120

Third exported product 0.011*** 0.001 120
Note: The table reports the Weighted Average Treatment Effects on the Treated
(WATET) exports for the first, second and third products in the multiproduct
firms’ portfolio. The WATET ’s are computed considering products’ trade shares
in the year before the CETA. The weighted standard deviations are computed as√︄∑︁N

i=1 sipt

(︂
TET∗

ipt−WATET
)︂2

(L−1)\L
∑︁N

i=1 sipt
, where L is the total number of the treatment effects

on the treated units for the reference population of each row. *, **, *** stand, respec-
tively, for p < 0.05, p < 0.01, p < 0.001.

though weakly significant. At the same time, the WATET on the second
product is not significantly different from zero, while the WATET on the
third product indicates a tiny yet significant increase of 0.012%. Briefly,
the CETA has, on average, a positive impact on at least two products
out of three in the portfolio of multiproduct firms exposed to CETA. Yet,
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the impact is bigger for products already performing better in the Cana-
dian market. Visually, our results are confirmed by the three graphs we
included in Figure 17 where, however, we can observe relevant hetero-
geneity in the positive and negative quadrants.

Importantly, the second and third parts of Table 11 differentiate firms
separating manufacturing firms from those firms that professionally act
as intermediaries on behalf of other firms25. Our separation is based on
the NACE rev. 2 core activities of the firms, on which we assume that
wholesalers and retailers (NACE 45, 46 and 47) work as trade interme-
diaries in our data. It is interesting to see that, in the case of manufac-
turing firms, the first exported products sell about 0.73% more, whereas
the second exported products sell an almost negligible 0.03% less after
the CETA. When we look at trade intermediaries, we confirm that the
impact on exported products is, on average, higher, but we still find pos-
itive albeit minor effects on second and third products.

Finally, we believe previous results are in line with a mechanism of
portfolio adjustment predicted by trade theory, as in Mayer et al., 2014
and Eckel and Neary, 2010. According to trade theory, liberalization
events also entail more competition in an export market. More firms can
access the Canadian market, and competitive pressure induces exporters
to concentrate their efforts on their best-performing products, thus fo-
cusing on their core competencies. Our findings are also confirmed by a
quick check on aggregate flows. According to our data, after trade lib-
eralization between Canada and France with CETA, the first products
by French exporters concentrated about 77% of the total firms’ exports,
which is an increase with respect to a share of 70% registered just before
the treaty signature.

25Originally, our data also included firms in primary markets, like agricultural products
and other commodities, in the NACE rev. 2 sectors 01-09. However, none of these firms are
multiproduct if we follow the definition we introduced, and they are excluded from this
part of the analysis.
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Figure 17: Distribution of treatment effects (%) by product ranked in multi-
product firms

Note: The Table shows the distribution of the treatment effects on the treated in per-
centage points, TET ∗

ipt, for the first, second and third exported products in the multi-
product firms’ portfolio.

88



2.5.3 General equilibrium trade impacts

Our approach allows us to consider destinations different from Canada
and, hence, to test whether CETA has brought about any trade diver-
sion effects. In fact, the product-level matrix we designed in Figure 10
included fifteen alternative destinations, of which ten top partners of
France and the rest are continental aggregates26, while we always have
considered the treatment to be product-specific, to have the possibility
to evaluate what happens in the destinations alternative to Canada. As
a consequence, our matrix completion algorithm returns us counterfac-
tuals on sixteen destinations, including Canada, and we can check the
treatment effects on the treated, TET ∗

pdt, for each HS 6-digit product p
exposed to the CETA, which is exported to a destination d different from
Canada in time t.

The mechanism is that any trade liberalization event, including CETA,
changes the distribution of relative costs incurred by exporters. A tariff
decrease in Canada increases the relative cost of exporting to other des-
tinations. This is especially true when we are in the presence of bigger
exporters, which have the possibility to adjust their portfolio of destina-
tions once they internalize the new distribution of relative costs across
the globe. Eventually, this is the classical Vinerian diversion effect Viner
(1950), whereby trade between parties to a PTA partially substitutes for
trade between partied and third countries.

We test this mechanism estimating the following model:

TETdpt = α+ βTETCA,pt + γExport V aluedp,t−1 + ηdpt (2.8)

where the dependent variable is the treatment effects on the treated prod-
ucts expressed in monetary values, TETdpt, with d different from Canada;
TETCA,pt is the treatment effects on the same treated products in Canada,

26The complete list is reported in Table B1.4. Alternative trade destinations have been
picked considering a combination of two ranks: export values and numbers of exported
products.
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and Export V aluedp,t−1 is the initial value of the trade flows in the alter-
native destination d ̸= CA. We report the estimated results in Table 12.
This time, we consider treatment effects in monetary values because we
want to check whether there is a correlation in the magnitudes with the
treatment effects on the treated in Canada, TETCA,pt. Our coefficients of
interest are, indeed, on the first row. When we control for the initial value
of the trade flows in the alternative destination (column 2), we find a neg-
ative association equal to 1.042 between the export change in Canada and
the export changes of the same products in the alternative destinations.
This association is robust to the inclusion of a double clustering of errors
by country and by product classes (column 3). Notably, when we sep-
arate between products by their trade elasticity sourced from Fontagné
et al., 2022, we discover that the association is mainly driven by the most
elastic products (column 5), i.e., the ones whose elasticity value is above
the median computed on the entire distribution. Briefly, export flows of
products listed by the CETA adjust in alternative destinations as a conse-
quence of the expected general equilibrium effects. We believe the latter
is a powerful result that confirms the existence of mechanisms of real-
location on a global scale, as in the case of trade diversion, to take into
account the changing distribution of relative trade costs after a liberal-
ization event.

2.6 Robustness and sensitivity checks

Our first concern is that products could have been endogenously selected
by the parties during the treaty negotiations, and we may pick a positive
impact just because selected products already showed a higher trade po-
tential. Clues of an endogenous selection into the treaty were offered in
Table 4. Products in the CETA were already exported by a greater num-
ber of French firms, more frequently, with a lower average transaction
value and a lower average value dispersion. To address this concern,
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Table 12: CETA and alternative destinations - general equilibrium trade ef-
fects

Dependent variable
TETdpt (1) (2) (3) (4) (5)

TETCA,pt -0.552 -1.042** -1.042*** -0.101 -1.745***
(0.449) (0.437) (0.364) (0.154) (0.639)

V aluedpt−1 0.019*** 0.019*** 0.006*** 0.019***
(0.004) (0.002) (0.002) (0.001)

Constant 52,182.54*** -56,199.12** -56,199.12*** -10,115.56* -51,568.57***
(11,497.63) (24,598.21) (17,027.99) (4,845.29) (16,505)

N. obs. 31,758 31,758 31,758 15,445 16313
R squared 0.0012 0.8123 0.8123 0.1890 0.8294

Clusters by country No Yes Yes Yes Yes
Clusters by product class No No Yes Yes Yes

Elasticity of subst. All All All below median above median

Note: The Table shows results after a linear regression model whose dependent vari-
able includes the treatment effects on the treated in monetary values, TETdpt, where
destination d is different from Canada. The main regressor of interest is the vector of
treatment effects on the treated in monetary values, TETdpt, where destination d is
instead Canada. The unique control variable is the value of the product p export flow
in destination d different from Canada in the period before the CETA, t − 1. Errors
are double-clustered by country and product class. Trade elasticity is sourced from
Fontagné et al., 2022 **, *** stand, respectively, for p < 0.05, p < 0.01, p < 0.001.

we conduct a placebo test by replicating the matrix completion analysis
using the same definition of treated products as in the baseline, but for
the period September 2012-August 2015. In Appendix Table B1.5, we re-
port no significant effect, and we argue that this is supporting evidence
for our empirical approach, which is capable of handling cherry-picking
selections into the treaty.

A second concern is that specific matrix configurations can drive dif-
ferent results. The concern is specifically relevant to the validity of our
findings on trade diversion when we search for possible general equilib-
rium effects. In this case, we test different configurations for how des-
tinations alternative to Canada are included in the baseline matrix. In
Appendix Table B1.6, we show results when:

1. we consider the popularity of alternative destinations classified by
the number of French exporters that serve them;

2. we adopt a measure of import structure similarity to Canada, com-
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puted considering the sums of the absolute values of the distances
between the share of each product p in destination d and the corre-
sponding share of imports in Canada;

3. we select destinations based on the size of their import market.

Interestingly, the baseline estimates of the WATET for the products’
intensive margin consistently fall in an interval [0.94, 1.22], which is only
slightly lower than our baseline estimates at 1.28%. Importantly, Ap-
pendix Table B1.7 confirms also the robustness of general equilibrium
effects when we select destinations based on either the number of French
exporters or the size of the import market. When we consider similar
import structures to Canada, the coefficient of interest is not statistically
significant anymore, and we argue that it makes sense because the se-
lected destinations are less relevant for French exporters. Notably, none
of the alternative matrix configurations27 achieved the same level of pre-
diction performance as our baseline, as shown in Appendix Table B1.8.
For this reason, we prefer to keep our baseline matrices. A third concern
is that results are driven by the specific choice of a matrix completion
algorithm. As we discussed in Section 2.4, the main difference between
the algorithm that we adapt from Athey, Bayati, et al., 2021 and stan-
dard proposals in computer science literature (E. Candes & Recht, 2012;
E. J. Candes & Plan, 2010) is the inclusion of vectors of fixed effects be-
fore proceeding with the singular value decomposition. In our case, we
remove the vector of firm-level fixed effects, and we find that the predic-
tion performance slightly worsens. We do not see a fundamental change
in the results, but we prefer to keep our baseline results.

Finally, we investigate what happens when we change the definition
of treated firms. In our baseline, a multiproduct firm is treated when it
exports at least two products in Canada and, among them, at least one
is enlisted by the CETA. Briefly, by our definition, we have some treated

27The list of alternative destinations by each selection strategy is reported in Appendix
Table B1.9.

92



firms with a portfolio that encompasses both products that have seen a
regime change and products that have not. If we change our definition
and consider as treated only those firms that export at least two products
all enlisted by the CETA, what we observe is that the sample shrinks
dramatically to the point that it is not representative anymore. In fact,
we have that 41% of multiproduct firms usually have in their portfolio
both product types; they are usually bigger exporters, and we would
introduce a major sample selection. For this reason, we conclude that
results with a different definition of treated firms cannot be trusted.

2.7 Conclusions

The present work proposes a novel approach to evaluating the impact
of trade agreements using a causal machine learning framework. The
aim is to provide a robust empirical strategy capable of handling the
complexities and heterogeneity of trade effects at both the product and
firm levels while mitigating concerns about endogenous selections into
trade agreements. As a case study, we consider the entry into force of
the EU-Canada Comprehensive Economic and Trade Agreement (CETA)
and adapt an algorithm proposed by Athey, Bayati, et al. (2021) to the
case of French customs data. The main advantage is that we can predict
multidimensional counterfactuals at the firm, product, and destination
levels and, thus, obtain consistent estimates of causal effects.

Findings reveal an average small albeit statistically significant posi-
tive impact of the CETA on the product-level intensive margin in the year
after the CETA. The Weighted Average Treatment Effects on the Treated
(WATET) is 1.28%. Yet, product-level heterogeneity of the impact is rele-
vant, and we show how the full distribution of treatment effects needs
to be evaluated. Notably, we find that the impact is higher on those
products for which France showed a comparative advantage before the
Treaty. On the extensive margin, we record a product churning due to the
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treaty, which goes beyond the numbers of regular entry-exit dynamics.
Due to the CETA agreement, there is a 13.1% of products not exported
before that substitute 11.9% of products that are no longer exported. In-
terestingly, entering and exiting products are those that are more respon-
sive to trade cost changes, i.e., whose trade elasticity is higher. At the
firm level, we test the case of multiproduct firms. Consistent with the
mechanism of portfolio adjustment predicted by Mayer et al. (2014), we
observe that multiproduct exporters reallocate shares towards their first
and most exported product, possibly due to an increasing local market
competition after trade liberalization. Finally, our empirical strategy is
suitable for capturing general equilibrium effects. Indeed, when we look
at alternative destinations, we show that CETA induces trade diversion.
As the trade treaty makes destinations different from Canada relatively
more costly, product flows are partly redirected from other destinations
towards Canada.

In conclusion, we believe we showed the validity of a matrix com-
pletion approach in evaluating changing trade policies. We believe that
while the specific results have limited external validity, as they depend
on the specific nature of French Trade, the same approach can be adapted
in the evaluation of other trade policy actions. The main advantage is
the possibility of predicting multidimensional counterfactuals as cells of
a well-designed matrix, thus returning a more complete picture of the
heterogeneity of the impact of trade regime changes, including general
equilibrium effects from different policies in destinations that are not par-
ties to trade agreements.
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Chapter 3

A dose-response function
for learning-by-exporting

Disclaimer: This chapter has undergone revisions with the assistance of ChatGPT. While the con-
tent and ideas remain my own, ChatGPT was used to help refine language, structure, and clarity
throughout the revision process.

3.1 Introduction

Previous literature has extensively studied the relationship between pro-
ductivity and exporting status. The main challenge was to unravel re-
verse causality and check which mechanism prevails. On the one hand,
there is a self-selection mechanism into the exporting status, by which
only the most productive firms can reach foreign markets because beach-
head costs are relevant (Bernard & Jensen, 1999; Bernard et al., 2007,
2012; Melitz, 2003; Melitz & Ottaviano, 2008; Roberts & Tybout, 1997).
On the other hand, there is a mechanism of learning by exporting (LBE),
by which a firm’s productivity improves after entering a foreign market
thanks to knowledge spillovers coming directly from buyers or through
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increased competition from foreign producers (Atkin et al., 2017; J. R.
Baldwin & Gu, 2003; Clerides et al., 1998; Crespi et al., 2008; De Loecker,
2013; Liang et al., 2024).

Our perspective is different. Our aim is to isolate the effect of ex-
port intensity on a firm’s performance from the self-selection mechanism
of exporting due to firm heterogeneity. We adopt a potential outcome
framework and estimate a dose-response function by assuming that ex-
port intensity represents a continuous treatment that has an impact on
the firm’s productivity. Briefly, we test whether firms react heteroge-
neously to different levels of export intensity after they already decided
to export.

Understanding the heterogeneity of LBE effects is crucial for policy
formulation. If LBE is valid, exporting can enhance firm productivity
by facilitating exposure to new knowledge and efficiencies in interna-
tional markets (Schmeiser, 2012). However, if the magnitude of these
effects depends on the intensity of export engagement and the techno-
logical capabilities of firms, policymakers must consider this variation.
Firms with lower export intensity may benefit from targeted programs
to foster deeper engagement with international markets (Parenti, 2018),
while firms with outdated technologies may require assistance in up-
grading their capabilities to fully capitalize on export opportunities (Bus-
tos, 2011). Such insights are essential for designing more effective trade
policies that ensure a more equitable distribution of the benefits of inter-
national trade.

In this context, our main intuition is that firms’ productivity may ben-
efit from exporting only after reaching some capacity. When export in-
tensity is low, a firm still needs to establish the necessary absorptive ca-
pacity and the logistical organization needed to reap productivity gains
from foreign markets. After export activity increases, firms streamline
production processes to remain competitive in foreign markets, even-
tually registering efficiency gains. Consequently, the full benefits from
exporting, i.e., the channel of learning by exporting, is activated after a
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minimum threshold of export intensity.
Our hypothesis is confirmed after we investigate exports and firm-

level outcomes of French firms in the time interval 2010-2018. In partic-
ular, we estimate a dose-response curve following Cerulli (2015), where
export intensity is administered as a dose of treatment to firms that have
already decided to export.

As expected, the typical dose-response curve shows that the relation-
ship between export intensity and firms’ productivity is nonlinear. More-
over, we find that a firm can appreciate the benefits of learning by export-
ing only with an export intensity at least equal to 60%.

We argue that this finding confirms the importance of exporting as a
source of additional productivity gains, beyond the self-selection mech-
anism into exporting, but only when firms develop efficient logistics to
maintain a presence in export markets and enhance their absorptive ca-
pacity to absorb knowledge spillovers. Both activities require substantial
effort, which firms may find impractical below a critical mass.

Indeed, the shape of the dose-response curve indicates that exporting
can be inconvenient when export activity falls in an unstable intensity
interval, in which firms either prefer to transit to a higher level of ex-
porting or drop from active exporting. We define the latter interval low
productivity trap.

Finally, we explore industry heterogeneity by examining firms’ tech-
nological change trajectories. Using the seminal taxonomy by Pavitt
(1984), we find that firms classified as Scale and Information Intensive ex-
perience clear productivity gains when export intensity is higher, as their
technology benefits from economies of scale. In contrast, for Specialised
suppliers and Science-based firms, export intensity has a negligible impact
on productivity. This is consistent with the understanding that these
firms already operate at high productivity levels in more competitive
markets. Lastly, we observe that for firms in traditional manufacturing
sectors, where activities are heavily influenced by suppliers, the produc-
tivity benefits from increased export intensity are more limited.
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The rest of the paper is structured as follows. Section 3.2 provides
a brief review of the literature on learning-by-exporting (LBE) mecha-
nisms, while Section 3.3 introduces the data used in the analysis. In
Section 3.4, we outline our estimation strategy. Results are discussed
in Section 3.5, with a focus on the exporting dynamics of the firms in
Subsection 3.5.1. We then discuss the validity of our identification strat-
egy and present some robustness and sensitivity checks in Section 3.6.
Finally, we sketch policy implications and conclusions in Section 3.7.

3.2 Literature Review

The relationship between exporting and productivity has been exten-
sively studied, with much of the literature, however, focusing on the
self-selection mechanism while giving limited attention to the learning-
by-exporting (LBE) hypothesis.1 Moreover, studies investigating the LBE
hypothesis have produced mixed results, suggesting that its significance
varies depending on firm characteristics, export strategies, and broader
contextual factors.

For instance, Parenti (2018) highlights that the extent of exporters’
productivity advantage can differ substantially based on factors such as
firm size, capital intensity, and prevailing market conditions. Similarly,
Bustos (2011) emphasizes the importance of firm-specific attributes, in-
cluding management practices and technological capabilities, in deter-
mining the extent to which firms benefit from learning through export-
ing.

Export intensity-the ratio of exports to total sales-has also been rec-
ognized as a critical factor influencing firm performance. Studies by
J. R. Baldwin and Gu (2003) and Delgado et al. (2002) demonstrate that
firms with higher export intensity tend to achieve greater productivity

1Refer to López (2005), Melitz and Redding (2021), and Shu and Steinwender (2019) for
a review of the empirical literature on international market participation and productivity
growth.
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improvements. However, Aw et al. (2011) argue that substantial produc-
tivity gains require not only higher export intensity but also significant
R&D investments, with diminishing returns observed at very high levels
of export intensity. Additionally, Munch and Skaksen (2008) underscore
the role of human capital, noting that firms with greater export intensity
often pay higher wages, potentially offsetting some of the productivity
gains.

Despite these insights, significant gaps remain in understanding the
relationship between export intensity and key firm outcomes, such as
productivity, costs, and capital intensity. Much of the existing research
tends to focus on specific industries or firm characteristics, often neglect-
ing a comprehensive analysis of the full spectrum of export intensity lev-
els.

This study aims to address these gaps by analyzing how varying lev-
els of export intensity impact firm performance and by identifying the
threshold at which the LBE mechanism begins to yield measurable pro-
ductivity gains. By accounting for non-linearities in this relationship, the
study offers a substantial advancement over prior research, providing a
more detailed understanding on the intensity levels at which exporting
leads to tangible improvements.

3.3 Data and descriptive statistics

We source firm-level information for French exporters in the time inter-
val 2010-2018 from Orbis, by Bureau Van Dijk2. In particular, we fo-
cus on France as it is a well-explored case study for firm-level trade
data, providing a foundation for building upon and confronting previ-
ous literature. See, among others, Crozet et al., 2012 and Fontagné et al.

2The Orbis database is a recognized global source for firm-level financial accounts
and has been used in previous studies, including G. Gopinath et al., 2017, Cravino and
Levchenko, 2016, Del Prete and Rungi, 2017, and Del Prete and Rungi, 2018, Micocci and
Rungi (2023).
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(2018). France’s diverse economy, encompassing sectors from agricul-
ture to high-tech industries, provides a valuable context for analyzing
trade dynamics across different industries. Moreover, as a member of
the European Union, France’s trade policies are shaped not only by na-
tional interests but also by broader EU strategies, thus making it a very
interesting case study.

Our primary variable of interest is a firm’s export intensity, which we
derive from information about export revenues3 on the total revenues.
Firms’ outcomes include Total Factor Productivity (TFP), estimated fol-
lowing Ackerberg et al. (2015), along with sales, costs and capital inten-
sity . See Appendix Table C1.1 for more details on firm-level accounts.

For our purpose, we consider only firms that have engaged at least
once in exporting in our analysis period.

Moreover, to remove noise in the relationship between export inten-
sity and firm performance, we keep in our sample permanent exporters,
i.e., firms that do not engage in temporary trade once in a while with-
out commitment to foreign markets. Following the definition provided
by Békés and Muraközy (2012), a firm needs to export for at least four
consecutive years to be considered a permanent exporter.

Finally, we eliminate from our sample firms that belong to sectors
different from manufacturing. In this way, we do not consider interme-
diaries in trade, as these are firms that professionally trade on behalf of
other firms.

Our final sample encompasses 13,542 manufacturing exporters (Nace
Rev.2 class C) in the period 2010-2018, distributed heterogeneously through-
out our time interval, for a total of 89,294 observations. In Figure 18, we
report a snapshot of the sample coverage when considering the aver-
age number of exporters in the Manufacturing (Nace Rev.2 classes B-E),
in the period 2010-2018, in which we also show the share of permanent
exporters. Despite representing only the 77% of total exporters in manu-

3Interestingly enough, French firms must report revenues from exports separately, as
from the subsequently amended Règlement n. 99-03 du Comité de la réglementation comptable.
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Figure 18: Sample coverage of the number of exporters in the manufactur-
ing sector

Note: The Figure reports the average number of exporters in the Manufacturing sector
according to INSEE in the period 2010-2018, and those of our sample, split by total and
permanent exporters. The data on the population of French exporters are sourced from
INSEE (2018). Note that Manufacturing in INSEE includes NACE Rev.2 B-E.

facturing (B-E), our sample represents the 89% of the population of ‘per-
manent’ exporters, i.e., those firms having exported in year t and the four
previous years.

Table 19a and figure 19b show how our main variable of interest, ex-
port intensity, is distributed across our sample. Notably, the distribution
of export intensity is skewed towards the left, with the majority of obser-
vations exporting less than 10% of their sales abroad. A long right tail
of observations strongly committed to export is observed, with a peak
corresponding to an export intensity of 100%. This peak identifies firms
exclusively exporting their products abroad at time t, without compet-
ing in their domestic market. Figure 20b and table 20a further examine
this distribution across different firm sizes4 and quartiles of TFP, showing
that while there is a positive correlation between firm size, productivity,
and export intensity, firms of all sizes and productivity levels are rep-
resented across all levels of export intensity. Additionally, even among
firms that have consistently exported for at least four consecutive years

4A description of the firm-size classification is provided in Appendix Table C1.1.
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Figure 19: Descriptive statistics on export intensity distribution

(a) Number of observations in different in-
tervals of export intensity

Export Number of Percentage Cumulative
Intensity observations

0 12,071 13.52 13.52
(0-10] 32,300 36.17 49.69
(10-20] 11,101 12.43 62.12
(20-30] 7,294 8.17 70.29
(30-40] 5,625 6.3 76.59
(40-50] 4,639 5.2 81.79
(50-60] 4,085 4.57 86.36
(60-70] 3,261 3.65 90.01
(70-80] 2,895 3.24 93.25
(80-90] 2,716 3.04 96.3
(90-100] 3,307 3.7 100

(b) Distribution of export intensity in our
sample

Note: Table (a) reports the number of observations in our sample over the export in-
tensities: Figure (b) shows the corresponding distribution.

within our time-frame, exporters of all sizes appear in the subset that
did not engage in export activity in a particular year t. This heterogene-
ity is crucial to our analysis because it ensures that, when we compare
the effects of different levels of export intensity on productivity, we have
”counterfactual” observations. These observations allow us to see what
happens to similar firms that do not export, providing a meaningful basis
for comparison. We will further discuss the validity of our counterfactual
in section 3.6.1.

Once we explore potential heterogeneity, we will make use of a classi-
fication that provides an idea about firms’ technological trajectories. We
follow Pavitt, 1984’s classification 5. In Appendix Table C1.2, we report
our sample distribution in the four main classes offered by the latter clas-
sification.

5To map the seminal Pavitt, 1984 classification on Nace Rev.2, we use the mapping by
Bogliacino and Pianta, 2016
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Figure 20: Descriptive statistics on export intensity distribution across firm
size

(a) Distribution of observations across export
intensities for different firm sizes

Export Small Medium Large Very Total
intensity large

0 38.3 47.01 12.61 2 100
(0-10] 22.77 51.18 23.13 2.92 100
(10-20] 17.71 49.33 28.46 4.5 100
(20-30] 15.73 46.9 32.04 5.33 100
(30-40] 14.04 44.82 34.79 6.35 100
(40-50] 13.13 41.15 37.06 8.67 100
(50-60] 11.97 37.8 40.81 9.42 100
(60-70] 10.4 36.15 41.4 12.05 100
(70-80] 10.71 30.5 45.32 13.47 100
(80-90] 10.27 29.82 44.11 15.8 100
(90-100] 15.88 29.33 41.12 13.67 100

(b) Distribution firms of in different TFP quar-
tiles within export intensities

Note: Table (a) reports distribution of firms of different sizes in our sample across var-
ious levels of export intensity, in terms of shares: Figure (b) shows how firms across
different TFP quartiles distribute within export intensity intervals.

3.4 Empirical strategy

In this paper, we aim to investigate the causal impact of export intensity
on overall firm performance. To achieve this, we draw on the econo-
metric literature on treatment effects estimation (Imbens & Wooldridge,
2009), with a particular emphasis on dose-response models (Bia et al.,
2014; D’Haultfœuille et al., 2023; Hirano & Imbens, 2004; Kluve et al.,
2012).

Dose-response models are particularly well-suited for socio-economic
contexts like ours where it is crucial to consider not just the binary treat-
ment status (treated vs. untreated) but also the degree of exposure (or
’dose’) experienced. These models allow us to:

1. Go beyond estimating a single average effect by providing an effect
as a function (the dose-response function) across different levels of
the dose variable.

2. Present results in a clear and intuitive graphical format via the
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dose-response function plot, making the pattern of the causal re-
lationship more apparent.

3. Examine the entire distribution of the causal effect, thereby improv-
ing the precision of the observed treatment effect pattern.

The primary objective of dose-response models is to estimate a smooth,
functional relationship between the dose and the response. This ap-
proach is especially useful for identifying critical features such as thresh-
olds, saturation points, or nonlinear behaviors within the causal relation-
ship.

Unlike models such as quantile regression, which are adept at ex-
ploring heterogeneity in effects across different segments of the response
distribution (e.g., specific quantiles of the dependent variable) and are
valuable for analyzing distributional effects within subpopulations, the
dose-response models excel at capturing the overall functional relation-
ship between exposure and outcomes. This makes them particularly ef-
fective when the dose variable is continuous or exhibits complex nonlin-
ear dynamics.

In what follows, we briefly present the model and the notation based
on the econometric model developed by Cerulli (2015).

The dose-response framework is based on Rubin’s potential outcome
equation:

yi = y0,i + wi(y1,i − y0,i) (3.1)

Here y0,i represents the potential outcome for unit i if untreated, y1,i is
the potential outcome when treated, and wi is a dummy variable indicat-
ing treatment status. In our framework, the treatment consists of having
positive export revenues in t− 1.

Expanding this equation into a continuous framework, we define ti

as a continuous treatment indicator ranging from 0 to 100. ti is our mea-
sure of export intensity, and it is computed as the ratio between export
revenues and total revenues.
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The relationship between the export intensity and the outcome of in-
terest depends on h(ti), a general differentiable function of the export in-
tensity ti, a function g(xi) of the M confounders xi = [x1,i, x2,i, . . . , xM,i],
and and a set of components depending on the treatment status wi. No-
tably, µ1 and µ0 are scalars, and e1 and e0 are error terms corresponding
to random variables with an unconditional mean 0 and constant vari-
ance. The population-generating process for the two potential outcomes
is expressed as follows (for conciseness, we get rid of index it):⎧⎨⎩w = 1 : y1 = µ1 + g(x) + h(t) + e1

w = 0 : y0 = µ0 + g(x) + e0
(3.2)

with the function h(t) being nonzero only when a unit is in the treated
status. Using this model and defining the treatment effect as TE = (y1 −
y0), we can define the causal parameters of interest, i.e., the population
Average Treatment Effect conditional on x and t:

ATE(x, t) = E(y1 − y0|x, t) (3.3)

By the law of iterated expectation, the corresponding population uncon-
ditional ATE can be obtained as:

ATE = E(x,t){ATE(x, t)} (3.4)

We now assume a linear-in-parameters form for g(x) = xδ. The ATE
conditional on x, t, and w becomes:

ATE(x, t, w) = w × {µ+ h(t)}+ (1− w)× {µ} (3.5)

where µ = (µ1 − µ0). The corresponding unconditional ATE will be:

ATE = p(w = 1)× (µ+ ht>0) + p(w = 0)× (µ) (3.6)
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where p(w = 1) is the probability of treatment status, and ht>0 is the
average of the response function taken over t > 0. In this model, the
dose-response function is equal to the conditional Average Treatment Ef-
fect, given the level of treatment t. Substituting the potential outcomes in
model (3.2) into Rubin’s potential outcome equation (3.1), we obtain the
following model:

y = y0 + w(y1 − y0) (3.7)

= µ0 + xδ + ϵ0 + w[(µ1 + xδ + h(t) + ϵ1)− (µ0 + xδ + ϵ0)] (3.8)

= µ0 + xδ + w(µ1 − µ0) + w(h(t)) + ϵ0 + w(ϵ1 − ϵ0)+wh−wh (3.9)

= µ0 + xδ + w(µ1 − µ0 + h) + w(h(t)− h) + ϵ0 + w(ϵ1 − ϵ0) (3.10)

= µ0 + xδ + wATE + w(h(t)− h) + η (3.11)

To estimate this model, we assume a three-degree polynomial form
for the function h(ti) and use the fixed effect coefficient regression to
estimate:

ÿit = α0 + ẍitδ0 + witATE + wit[aT̈ 1it + bT̈ 2it + cT̈ 3it] + η̈i (3.12)

Here, each variable v̈ is computed as vit − vi + v, i.e. as a deviation from
the individual mean of the period vi =

∑︁
t vit/t, plus the population

mean of variable v for the whole period. Adding the variable v in the
model allows to estimate the constant α0, which is the average value
of the fixed effects, i.e., the grand average of y across all units and all
periods,. Finally, Tj = tj − E(tj) for j = 1, 2, 3.

Under the hypothesis of Conditional Mean Independence, an OLS esti-
mation of equation (3.12) produces consistent estimates of the parame-
ters, that is: δ̂0, ATEˆ , â, b̂, ĉ. With these parameters at hand, we can
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finally estimate the dose-response function as:

ATEˆ (ẗit) =w

[︄
ATEˆ t>0 + â
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3
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)︄]︄
+ (1− w)ATEˆ t=0

(3.13)

A simple plot of the curve ATEˆ (t)t>0 over the support of t returns the
pattern of the dose-response function.

Using a fixed-effects model enables us to account for a substantial
portion of the heterogeneity across firms by controlling for time-invariant
characteristics. The remaining time-varying endogeneity is addressed
by incorporating the time-varying covariates X . Note that the validity
of our identification strategy hinges on the assumption that there are no
other characteristics, missing from our functional form, that simultane-
ously influence both the outcome y and the continuous treatment t in a
time-varying manner. We will further examine this assumption in next
section 3.5 and in Section 3.6.

3.5 Results

We now present the results of our analysis, where we estimate the model
specified in Equation (3.12). Our primary interest lies in studying the im-
pact of export intensity on Total Factor Productivity (TFP), as computed
following Ackerberg et al., 2015.

Following our empirical strategy, we need to ensure that the Con-
ditional Independence Assumption holds, i.e., that given the set of co-
variates, the treatment assignment can be considered independent of the
potential outcomes. As already mentioned, using the firm-level fixed
effects controls for time-invariant unobserved heterogeneity across units
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that may influence both the treatment assignment and the outcome, such
as firm, industry, regional characteristics and group affiliation status.
By including firm-fixed effects, we essentially ”net out” the influence of
these time-invariant unobservable characteristics, isolating the variation
within each unit over time. Moreover, we add some time-varying co-
variates to account for phenomena that may influence directly a firm’s
productivity and export intensity, thus affecting the identification of the
treatment effects. Specifically, in our vector of controls, we include (a)
the logarithm of the number of employees to adjust for changes in firm
size, (b) the size-age indicator by Hadlock and Pierce (2010) to measure
variations in financial constraints, and (c) the number of patents owned
by firms to account for innovation dynamics. An increase in size, indeed,
might induce economies of scale, thus directly affecting a firm’s produc-
tivity (Amiti & Konings, 2007; Bartelsman et al., 2013; Chaney & Ossa,
2013). Moreover, economies of scale make it more cost-effective for firms
to expand into foreign markets, thus impacting export intensity (Bustos,
2011; Parenti, 2018). Financial constraints can lead to capital misalloca-
tion, which depresses productivity (Carvalho & Grassi, 2019; Itskhoki
& Moll, 2019). At the same time, access to finance can significantly in-
fluence a firm’s ability to engage in export activities and sustain high
export intensity (Chor & Manova, 2012; Greenaway et al., 2007; Minetti
& Zhu, 2011). Finally, firms that actively engage in innovation tend to
experience higher productivity levels, as they can adopt and implement
new technologies more effectively (Acemoğlu et al., 2018; Benhabib et
al., 2021). Innovation not only boosts productivity but also enhances a
firm’s ability to enter and succeed in export markets. More innovative
firms are better positioned to respond to export market shocks, thereby
improving their export performance (Aw et al., 2011). By including these
time-varying controls, we try to isolate the true effect of export inten-
sity on productivity, net of these other factors that could simultaneously
affect both productivity and export behavior (i.e., confounding factors).

Column (1) of Table 13 indicates that a firm’s exporting status does
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not significantly impact productivity. The sample is composed of firms
that have consistently exported for at least four consecutive years within
the observed time frame. As habitual exporters, it is unsurprising that
the presence of positive exports does not have a significant influence on
their TFP. In this context, the counterfactuals refer to firms that, due to id-
iosyncratic factors, temporarily ceased exporting in specific years. There-
fore, there is no strong reason to expect that productivity in year t would
be significantly affected by the presence or absence of exports in the spe-
cific year t− 1.

Increased financial constraints are linked to reduced TFP, consistent
with previous research showing that financial and liquidity constraints
hinder R&D investment decisions (Butler & Cornaggia, 2011) and lead
firms to forgo profitable investment opportunities (Almeida & Campello,
2007), lowering productivity.

A more surprising result is that an increase in size is associated with
decreased TFP. However, TFP results from allocating capital and labor
in the production function; an increase in labor alone does not automat-
ically translate into an increase in TFP unless capital is adjusted accord-
ingly. Moreover, the newly hired labor force might need some learn-
ing time before becoming fully operative, meaning their impact on TFP
might be initially negative, as the increase in sales does not compensate
for the rise in total costs.

Finally, the number of patents owned by the firm positively corre-
lates with its productivity. This finding corroborates the mentioned lit-
erature showing how innovative firms are more productive than their
non-innovative counterparts.6

Central to our analysis is the dose-response function illustrated in
Figure 21, which is obtained by plugging the coefficients from Table 13
into Equation (3.13) and plotting the resulting curve over the support t.

For export intensities lower than 5%, the impact on firm performance

6See Zhao and Jin (2020) for a recent review on the effects of innovation and globaliza-
tion on productivity.
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Figure 21: Dose-response function of export intensity on TFP

Note: The figure reports the DRFs obtained by plugging-in the estimated coefficients
in Table 13 in equation 3.13 and plotting it against the support t.The figure shows the
relationship between export intensity Total Factor Productivity. The grey highlighted
areas identify intervals of export intensity where the DRF is statistically different from
zero using a significance level of 5%.

is insignificant. This low export intensity may indicate that the firm is
a passive exporter, engaging in one-time shipments in response to for-
eign orders without establishing a permanent logistical infrastructure.
The engagement of these firms in international markets is minimal and
does not provide sufficient opportunities for gaining new knowledge
and skills. Additionally, such low export levels are insufficient for firms
to benefit from economies of scale, explaining the lack of observable ef-
fects on their overall performance.

Export intensities between 5% and 35% significantly negatively af-
fect total factor productivity, with productivity decreasing by up to 0.012

at an export intensity of 20% -equivalent to a 0.1% reduction in the av-
erage productivity of our sample. This suggests that to increase export
intensity by such amounts, a firm may need to re-organize its activities.
Exporting needs to shift from a one-time event to a structured strategy,
distributing sales across international markets. As firms become more
export-oriented, they incur the costs associated with stable entry into
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foreign markets, such as packaging, upgrading product quality, estab-
lishing marketing channels, and accumulating information on demand
sources (Roberts & Tybout, 1995). These investments may initially have
a negative, though small, impact on TFP, but are progressively compen-
sated by increased production efficiency as export intensity increases.

Export intensity exceeding 60% marks the point where a firm begins
to fully benefit from exporting. At such high levels, exporting becomes
a critical driver of productivity, while inducing economies of scale, en-
hancing a firm’s productivity as operational scale expands. Our esti-
mates indicate that, on average, firms that increase their export inten-
sity above 60% experience a subsequent rise in total factor productivity,
ranging from 0.016 at a 60% export intensity to 0.067 at the upper end
of the range. These increases correspond to 0.1% and 0.6% of the aver-
age productivity in our sample, respectively. Although modest, the effect
is significantly different from zero, indicating that a learning effect does
emerge when firms become sufficiently connected to foreign markets.

In particular, the shape of the dose-response curve shows that it is
after a firm has reached a critical mass of exports that LBE mechanisms
start operating. This result aligns with other empirical firm-level studies
showing that low to medium levels of export intensity can have either no
effect or even a negative impact on firm productivity (Fryges & Wagner,
2008; López, 2005; Van Biesebroeck, 2005).

However, in contrast to these studies, we have identified two distinct
export intervals within the lower end of the export intensity distribution.
The first interval comprises firms exporting volumes so small that the
exporting activities have a negligible impact on productivity.

The second interval, termed the “low-productivity trap,” includes
firms with a stronger export focus, who may struggle to reallocate re-
sources efficiently from their core domestic operations to support ex-
ports. The additional managerial and operational complexities associ-
ated with exporting detract from productivity gains, negatively impact-
ing firm performance.
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3.5.1 The low-productivity trap

For firms caught in the “low-productivity trap”, managing the costs of a
more active exporting strategy can be challenging. In response to a pro-
ductivity setback, they may gradually reduce their international pres-
ence or increase export intensity to capitalize on expanded market de-
mand. Similar to a poverty trap, the “low-productivity trap” might ex-
plain why firms with low-export intensity continue to export only a small
portion of their sales abroad and why the distribution of firms over ex-
port intensity remains concentrated at lower levels (see Figure 19b).

Figures 22a-22d further corroborate such hypothesis that an export
intensity in the interval 5%-35% corresponds to a critical export mass.
Here, we categorized firms into four groups based on their export be-
haviors: (a) low-export, exporting less than 5% of their sales abroad at
time t; (b) low-productivity trap, exporting between 5% and 35% of their
sales abroad; (c) high-export, exporting between 35% and 75% of their
sales abroad; and (d) very high-export, exporting more than 75% of their
sales abroad. Using these categories, we track firms’ export behavior
over subsequent years.

Firms initially in the low-productivity trap at time t either maintain
their export intensity or exhibit divergent behaviors: some decrease to
lower levels and eventually exit the foreign markets. In contrast, oth-
ers significantly increase their exports in subsequent years. Conversely,
firms initially in the low-export class exit foreign markets the following
years or increase exports by up to 35%. Sustaining export intensities
above 35% proves challenging for all but a few. Figures 22a and 22b fur-
ther illustrate how many firms shift between the low-productivity trap
and low-export intensity classes, underscoring the difficulty of achiev-
ing the critical export mass required to move beyond this trap.

Theoretically, these dynamics align with the model of sequential ex-
porting proposed by Albornoz et al. (2012). According to their frame-
work, firms’ internationalization processes are gradual and experiential.
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Firms use initial export activities as experiments to reduce uncertainty
and assess their competitiveness in international markets. Positive ex-
port experiences encourage firms to expand their exporting activities,
while a poor performance make them more prone to reduce or cease
them7.

Instead, firms with high export intensity typically sustain or boost
their exports over time. Even more so for exporters with very-high ex-
port intensity, which demonstrate remarkable resilience to their export
intensity: 70% of them remain in the same export intensity class and only
12% export less than 35% of their sales abroad after four years. Solely a
fraction of the high-export intensity class initially falls back to the low-
productivity class, reducing their export intensity and eventually exiting
foreign markets.

What is most interesting is that an export intensity of 35% marks a
threshold identifying groups of exporters who tend to persist at their ex-
porting levels: either always below or consistently above the threshold.

This evidence suggests that becoming export-oriented requires sub-
stantial investment in learning foreign consumer preferences and estab-
lishing a robust logistics and distribution infrastructure. Such invest-
ments may not be feasible or desirable for firms with limited resources
(Bernard et al., 2011). Consequently, firms that lack commitment to ex-
porting are more likely to enter foreign markets with products that do
not align with consumer preferences, resulting in lower export perfor-
mance and higher exit rates from international markets, as observed by
Kneller and Pisu (2007).

Conversely, the stability observed above this export intensity thresh-
old indicates that once a certain critical mass of foreign activities is reached,
maintaining or even increasing export levels induces productivity growth.
Firms with higher export intensities benefit from economies of scale and
scope, which enhance their efficiency and competitiveness in interna-

7See Appendix table C1.4 for some descriptive statistics on the distribution of exporters
in different export intensity intervals over time.
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tional markets (Wang et al., 2022). Access to more competitive mar-
kets also drives productivity and innovation, enabling firms to adapt to
changing market conditions and sustain their international operations
(Albornoz et al., 2012).

Figure 22: Exporter dynamics for firms in different classes of export inten-
sity

(a) Low-intensity exporters (b) Exporters in low-productivity trap

(c) High-intensity exporters (d) Very high-intensity exporters

Note: The Figures shows the export dynamics of exporters, which, in time t, were ex-
porting within a certain export intensity class. Figure (a) shows the export dynamics
of exporters in the low-exporting class (0-5%); figure (b) show the behaviour of ex-
porters in the export growth trap (5%-35%); figure (c) represents the exporters on the
high-export intensity class (35%-75%); figure (d) encompasses firms in the very-high
exporting class (75%-100%).

3.5.2 Economies of scale and capital adjustment

The production process improvement resulting from expanded export
intensity can be explained through two mechanisms. On the one hand,

114



competition in international markets drives knowledge spillovers, en-
abling firms to catch up with technological frontiers. On the other hand,
economies of scale from foreign markets enhance productivity by opti-
mizing the sales-to-production cost relationship. Both mechanisms have
a visible effect on the relationship between the firm’s sales and costs. To
investigate this further, we estimate our model using the firm’s total sales
and total costs as outcome variables.

Additionally, some aspects of the learning process are linked to tan-
gible financial transactions, such as hiring interpreters or engineers or
purchasing machinery inspired by competitors. Costs directly tied to op-
erational expenses, such as interpreters or engineers, can be captured by
examining the effect of export intensity in (t− 1) on total costs in t. Con-
versely, capital expenditures aimed at improving production efficiency,
such as machinery purchases, represent long-term investments related
to learning by imitation. These are typically recorded as fixed assets and
their impact on a firm’s structure can be identified by studying the effect
of export intensity in (t − 1) on capital intensity in t. By distinguishing
between these types of costs, we gain a clearer understanding of how
export intensity impacts both short-term operational expenses and long-
term capital investments. This distinction provides valuable insights into
the mechanisms driving productivity gains.

Columns (1), (2) and (3) of Table 13 present estimates where sales,
costs and capital intensity are considered as dependent variables.

The dose-response functions for sales and costs reported in Figure
23 indicate that exporting significantly impacts a firm’s operations only
when export intensity exceeds 10%. Below this threshold, firms do not
experience substantial changes in their activity levels. This finding aligns
with the work of Bernard et al. (2012), who demonstrated that firms need
to reach a critical mass in export activities to see notable benefits.

For firms where more than 10% of activities are destined for foreign
markets, there is a marked increase in both sales and operational vol-
umes, up to 15%. This aligns with the theory of economies of scale, as

115



Table 13: Regression models

Sales Total Capital
Costs Intensity

(1) (2) (3)

Export status in (t-1) 0.0265*** 0.0243*** 20.08
(0.00640) (0.00587) (29.32)

size-age 0.157*** 0.176*** 402.4***
(0.00657) (0.00602) (30.21)

log(n. of employees) 0.341*** 0.357*** -838.1***
(0.00485) (0.00443) (22.20)

patents 0.0849*** 0.0571*** -1083.9***
(0.0168) (0.0154) (77.65)

T1 -2.40e-4 -3.79e-4 7.106*
(6.24e-4) (5.73e-4) (2.866)

T2 3.54e-5* 4.11** -0.124
(1.68e-5) (1.54e-5) (0.0774)

T3 -2.49e-7* -3.04e-7** 4.85e-3
(1.21e-7) (1.11e-7) (5.58e-4)

Constant 15.12*** 14.70*** 4562.1***
(0.0294) (0.0269) (135.0)

Firm FE Yes Yes Yes
Time FE Yes Yes Yes

43,118 43,169 43,925

Note: The table reports the estimates of equation (3.12), using as dependent variables
respectively Sales, Total Costs and Capital Intensity, computed as Fixed Assets/ Num-
ber of employees. total Costs and Total Sales are in real terms and in logarithmic form,
thus meaning the coefficients are interpreted as percentage increase of the dependent
variable for a unitary increase in the independent one. Capital intensity is expressed
in thousands real €.

suggested by Melitz (2003), where increased production for exports leads
to higher output.

Interestingly, for export intensities above 75%, we observe a steady
decrease in costs while sales levels remain stable. This pattern suggests
that firms achieve greater efficiency and cost savings at higher export
intensities, possibly due to better optimization of supply chains and pro-
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duction processes tailored for large-scale exports. This phenomenon is
supported by Helpman et al. (2008), who found that firms focusing ex-
tensively on exports can exploit advanced production techniques and
more efficient logistics.

The dose-response function for capital intensity reveals that export-
ing significantly impacts a firm’s capital-to-labor structure only for ex-
port intensities within the 10%–60% range. This finding, on one hand,
confirms that a critical mass of exports is necessary to trigger long-term
investments in capital. On the other hand, it suggests that the productiv-
ity growth observed for export intensities exceeding 60% may stem from
the fact that, at these higher levels, the required capital investments have
already been completed and no longer weigh on the firm’s operations.
Once these investments are in place, firms stand to gain purely from the
benefits of exporting, unburdened by further capital adjustments.

3.6 Robustness and Sensitivity

Our identification strategy is designed to address potential confound-
ing factors that could bias the relationship between export intensity and
firm productivity. We account for time-invariant firm-level factors using
firm fixed effects, ensuring that pre-existing differences do not distort
our results. Additionally, we control for three key time-varying dimen-
sions - firm size (to capture economies of scale), financial constraints, and
innovation - that may influence both productivity and export intensity.
For any other time-varying phenomenon to challenge the validity of our
results, it would need to simultaneously, directly and significantly af-
fect both productivity and export intensity. Factors affecting only one of
these dimensions would not bias our findings.

Key trade-related aspects, such as destination and product diversi-
fication, are often explored in similar studies. Destination diversifica-
tion has been linked to risk reduction and learning opportunities (Espos-
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Figure 23: Dose-Response Functions

(a) (b)

(c)

Note: The figures report the Dose-response functions obtained by plugging-in the es-
timated coefficients in Table 13 in equation 3.13 and plotting it against the support t.
Figure (a), (b) and (c) show the relationship between export intensity and respectively
log of real sales, log of Real Total costs and log of Fixed Assets . The grey highlighted
areas identify intervals of export intensity where the DRF is statistically different from
zero using a significance level of 5%.
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ito, 2022), as it provides firms with access to varied market knowledge
and consumer preferences (De Loecker, 2007; Eaton et al., 2004). Firm
fixed effects absorb the distinction between multidestination and single-
destination exporters, thus controlling for the fact that the benefits of ex-
porting may be contingent upon the firms’ ability to access a broad pool
of diversified knowledge from multiple international contexts. What re-
mains to be controlled for is the time-varying impact of adding a desti-
nation to the firm’s portfolio. However, the latter impacts productivity
only indirectly through export intensity. As a result, it poses no threat to
the internal validity of our findings.

While we lack data on export destinations, we still tried to disentan-
gle the increase in export intensity as caused by pure intensive margin,
from that caused by destination diversification, by performing a robust-
ness check focusing on firms in border regions, which are more likely to
export to geographically proximate countries. For these firms, increases
in export intensity likely stem from intensive-margin expansions rather
than destination scope. The dose-response function (Figure 24a) shows
that the relationship between export intensity and productivity remains
consistent with our baseline findings, suggesting that the role of destina-
tion diversification in shaping our results is minimal.

Similarly, product diversification could enhance productivity through
innovation, intra-firm product switching, and market expansion. While
firm-level fixed effects account for whether a firm is multi- or single-
product, changes in the product mix over time could potentially influ-
ence both productivity and export intensity. However, a critical limita-
tion of our study is the lack of data on product mix dynamics, preventing
us from fully capturing these interactions. This constraint significantly
limits our ability to analyze how shifts in product composition drive pro-
ductivity and export performance, representing the central shortcoming
of our analysis.

Finally, general equilibrium studies consider that external demand
shocks or market conditions can also impact both productivity and ex-

119



port behavior. Firms experiencing higher demand tend to increase their
output, which can lead to improved productivity as fixed costs are spread
over a larger number of units produced (Acemoğlu et al., 2018; Bernard
et al., 2022; Syverson, 2011). At the same time, product demand influ-
ences a firm’s decision to export and the extent to which it does so, im-
pacting overall productivity and profitability (Almunia et al., 2021; Aw
et al., 2011). Although our data structure does not allow for identifying
the specific products each firm exports or their export destinations, we
conducted a robustness check by including industry-year fixed effects to
account for potential demand shocks that may affect specific sectors or
industries in a given year. The resulting dose-response function (Figure
24b) shows that the relationship between export intensity and produc-
tivity remains consistent with our baseline findings. This consistency
suggests that demand shocks have a negligible impact on the validity of
our results.

Figure 24: Model estimates for regions at the borders

(a) All regions at the borders (b) Including industry-year fixed effects

Note: The Figure reports in panel (a) the estimated dose-response function we ob-
tain when restricting our sample to all French regions at the border with other coun-
tries; panel (b) reports the estimated dose-response function we obtain when includ-
ing industry-year fixed effects. The estimated models can be found in Appendix Table
C2.2.
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3.6.1 Analysis of the Common support

To further strengthen the robustness of our findings, we conducted a
common support analysis. The aim is to verify that the observed rela-
tionships are not driven by differences in the characteristics of exporting
and non-exporting firms in our sample. This step is crucial to confirm
that any observed effects are attributable to exporting strategy and not
to structural differences between groups of exporters.

Figure 25: Common support analysis

(a) Distribution of Mahalanobis distances
across firm-intensity classes

(b) Distribution propensity scores across
firm-intensity classes

Note: Figure (a) reports the distribution of mahalanobis distances for firms in different
export intensity classes: Figure (b) reports the distribution of propensity scores for
firms in different export intensity classes.

As outlined in Section 3.3, firms of all sizes engage in exporting across
the full range of export intensities. Additionally, among these firms,
there is a subset of exporters that abstain from exporting in certain years
t within our time interval. This subset is crucial to our analysis, as it
serves as a control group for analyzing the effects of varying export in-
tensity on productivity. Crucially, conditional on firms’ characteristics,
the decision of a persistent exporter to export or abstain from exporting in
a given year t can be considered effectively random. This assumption en-
ables us to isolate the causal effect of export intensity on productivity by
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Figure 26: Pairwise correlation between export intensity and relevant firms’
characteristics

Note: The figure reports the pairwise correlations between export intensity and some
relevant firm’s characteristics. Green squared indicate a positive correlation, while red
squares indicate a negative one.

comparing firms with similar attributes but differing export behaviors.
As an initial step, we assess whether our control group is comparable to
firms reporting positive exports. To do so, we examine correlations be-
tween relevant firm dimensions and export status. Figure 26 shows that
the correlations between export status and firm size, innovation, interna-
tional participation, and several measures of productivity and financial
sustainability are generally small, with the exception of total costs, which
are significantly higher for firms actually exporting at time t. This aligns
with the understanding that exporting entails additional costs.

To assess whether the found correlation is strong enough to compli-
cate comparisons between exporting and non-exporting firms, we con-
duct two common support analyses.

First, we use Mahalanobis distances based on relevant firm character-
istics identified in the correlation analysis. Second, we apply a propen-
sity score matching approach to compare firms with positive export in-
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tensity to non-exporting firms. We then examine how firms with varying
export intensities are distributed across both the propensity score and
Mahalanobis distance distributions.

Figures 25a and 25b show the results: the distributions of Maha-
lanobis distances and propensity scores are nearly identical for all firms
in our sample, regardless of their export activity.

This initial evidence suggests that, within the subset of permanent
exporters in manufacturing, firms that do not export in a given year are
comparable to those that do, regardless of their export intensity.

An interesting insight from the propensity scores is the apparent weak
correlation between the propensity scores and actual export intensity. As
shown in Figure 27, exporters are spread across the full range of export
intensities, including 0, within each quintile of export intensity. As a re-
sult, we can confidently compare the balancing properties of exporting
and non-exporting firms within each propensity score quintile, assum-
ing that these comparisons are valid regardless of the export intensity
among exporting firms.

The balancing properties are detailed in Appendix Tables C3.1–C3.5.
Overall, the results demonstrate that most balancing conditions are met,
with minor deviations observed in the first quintile.

The imbalance in the first quintile suggests that some non-exporting
firms with very low propensity scores differ significantly from export-
ing firms, potentially placing them outside the common support. This
observation is supported by Figure 25b, which shows that the propen-
sity score distribution for non-exporting firms exhibits a longer left tail,
highlighting the presence of firms at the low end of the distribution.

To address concerns regarding the validity of the Conditional Inde-
pendence Assumption (CIA), we conducted a robustness check using
Nearest Neighbour Matching with replacement, employing Mahalanobis
distances as the matching criterion. After identifying matched units based
on the same covariates used in the propensity score analysis, we re-
estimated our model for total factor productivity (TFP). As part of this
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Figure 27: Distribution of export intensity across the quintiles of the propen-
sity scores distribution

Note: The table reports, in each panel, the export intensity distributions for the firms in
the corresponding quintile of the propensity score distribution

process, we excluded 53 non-exporting firms, all of which belonged to
the first quintile of the propensity score distribution.

The dose-response function estimated using the matched sample is
presented in Figure 28. Consistent with expectations, the baseline re-
sults remain robust. Importantly, the matching process excluded only 53
observations out of 3,000 non-exporting firms, reaffirming that, when fo-
cusing on permanent exporters in the manufacturing sector, non-exporting
firms in a given year serve as a valid counterfactual for exporting firms,
regardless of their export intensity.

To summarize, our analyses demonstrate that the group of perma-
nent exporters who abstain from exporting in year t provides a valid
counterfactual for exporting firms. This ensures that the observed rela-
tionships are not influenced by systematic differences in the character-
istics of exporting and non-exporting firms, allowing us to draw robust
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conclusions.

Figure 28: Dose-response function of export intensity on Total factor Pro-
ductivity, for matched units only

Note: The figure shows the dose-response function obtained when estimating the base-
line model on the subset of units matched after the Nearest Neighbour Matching.

3.6.2 Alternative specifications

In our baseline estimation, we restricted our sample to permanent ex-
porters to isolate the effect of export intensity from export status. We then
checked the robustness of our results by including temporary exporters.
Column (1) of Table 14 shows that the estimated coefficients remain ro-
bust with the inclusion of temporary exporters, as does the shape of the
dose-response function in Figure 29a. However, when we consider only
temporary exporters, the effect of export intensity on a firm’s productiv-
ity completely disappears (see Figure 29b). This finding is crucial as it
confirms that the intensive margin of exporting matters only for perma-
nent exporters. Temporary exporters, who respond to foreign demand
without investing in the necessary infrastructure for stable foreign mar-
ket entry, do not experience productivity gains from export intensity.
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We also examined the duration of the effect of export intensity on a
firm’s productivity. We ran our models considering further lags in the
firm’s exporting activity. Figure 29c display the dose-response function
for exporting activity in (t − 3), where we can see no significant effect
after three years. This suggests that most learning-by-exporting occurs
immediately after an increase in export intensity. In fact, figures 22c-22d
show that once a certain level of export intensity is reached, firms tend
to maintain similar levels. The productivity improvements are driven by
the investments required to reach such levels, with firms reaping most of
the associated rewards immediately and then maintaining the reached
level of productivity.

Then, we investigated heterogeneous treatment effects due to changes
in the controls of the treated population. We were concerned that firms
with varying export statuses might differ in size, growth, and innova-
tion paths. We interacted the controls with the treatment status and
reported the estimated coefficients in Column (5) of Table 14. Exclud-
ing financial constraints, the remaining interactions are not statistically
significant, and the dose-response function shape remains unaffected by
the new controls (see Figure 29d). This confirms that among permanent
exporters, there are no significant differences in the covariates between
firms that export those that do not. Therefore, we keep our baseline spec-
ification.

To test the robustness of our results to the specific functional form of
h(t), we experimented with alternative polynomial specifications, rang-
ing from a linear specification (degree 1) to a fifth-degree polynomial.
Across these specifications, the estimated coefficients for the effect of
exporting status consistently remain insignificant. Moreover, the dose-
response functions systematically reveal a negative effect of export in-
tensity on TFP within the 5%-35% range and a positive effect for export
intensities above 60%. The only exception is the linear model, which,
however, identifies an export intensity of approximately 30% as a criti-
cal threshold, reinforcing the idea that this level represents the minimum
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export mass needed to activate learning-by-exporting (LBE) effects. The
estimated models and dose-response curves are reported respectively
in Appendix table C2.1 and Appendix figure C2.1. Given the robust-
ness of our results, we retained our baseline specification using a third-
degree polynomial. It is important to note that the empirical literature
frequently supports the use of third-degree polynomials as a standard
approach. For example, Chiappori et al. (2019) and Renner and Schmed-
ders (2015) both employ third-degree polynomials in their analyses, il-
lustrating their effectiveness in capturing key relationships while avoid-
ing the issues often associated with higher-degree polynomials. Third-
degree polynomials are typically sufficient for many applications, as they
strike a balance between modeling flexibility and manageable complex-
ity.

3.6.3 Heterogeneity across technological trajectories

We now want to dig deeper into the sensitivity of our results to the tech-
nological trajectory of the firm and on the type of products it exports. We
classify the firms according to the Pavitt Taxonomy while following the
mapping to the Nace Rev.2 classification by Bogliacino and Pianta (2016)
and repeat the previous analysis within each of the Pavitts’ classes. Such
an exercise allows us to investigate the possible patterns of LBE further.

Pavitt Taxonomy categorizes industrial firms according to sources of
technology, requirements of the users, and appropriability regime (Pavitt,
1984). It consists of four categories of industrial firms: (a) Supplier dom-
inated, the most traditional manufacturing industries relying on sources
of innovation external to the firm (ex. textiles, footwear, food and bever-
ages, paper and printing, and wood); (b) Scale-intensive, mainly charac-
terized by large firms producing basic materials and consumer durables
for which sources of innovation may be both internal and external to
the firm, with a medium level of appropriability (ex. basic metals, mo-
tor vehicles, trailers, and semi-trailers); (c) Specialized suppliers, which are
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Table 14: Alternative Specifications

TFP TFP TFP TFP TFP
(1) (2) (3) (4) (5)

Export status in (t-1) -0.001 -0.001 0.008 0 -0.004
(0.005) (0.006) (0.01) (0.011) (0.01)

size-age -0.075*** -0.076*** -0.089*** -0.083*** -0.111***
(0.008) (0.016) (0.011) (0.012) (0.014)

log(n. of employees) -0.383*** -0.367*** -0.425*** -0.46*** -0.371***
(0.006) (0.011) (0.007) (0.008) (0.011)

patents 0.077*** 0.165*** 0.066* 0.081* 0.081*
(0.021) (0.046) (0.027) (0.03) (0.034)

Export status#size-age 0.036***
(0.01)

Export status#log(n. of employees) -0.021
(0.019)

Export status#patents -0.026
(0.026)

T1 -0.002* -0.001 0 0.001 -0.001
(0.001) (0.001) (0.001) (0.001) (0.001)

T2 0* 0 0 0 0
(0) (0) (0) (0) (0)

T3 0 0 0 0 0
(0) (0) (0) (0) (0)

Constant 11.356*** 11.001*** 11.63*** 11.813*** 11.359***
(0.035) (0.064) (0.046) (0.05) (0.066)

Firm FE YES YES YES YES YES
year FE YES YES YES YES YES
Lag export t-1 t-1 t-2 t-3 t-1
Eporters All exporters Only temporary Only permanent Only permanent Only permanent

(N) 60,183 20,818 34,878 30,682 39,365

Note: The table reports the estimated coefficients we obtain in different specifications.
Column (1) reports the estimated model when we include all exporters, while Column
(2) includes the estimates for temporary exporters only. In Columns (3) and (4) we
used as treatment the export status and export intensity in (t-2) and (t-3), respectively.
Finally, Column (5) reports the estimates we obtain when we control for heterogeneous
effects among permanent exporters exporting in year t and those non-exporting.
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Figure 29: Dose-Response Functions - Alternative specifications

(a) All exporters (b) Temporary exporters only

(c) Treatment in t-3 (d) Including heterogeneous treatments

Note: The figures report the DRFs obtained by plugging-in the estimated coefficients
in Table 14 in equation 3.13 and plotting it against the support t. Figure (a) reports the
estimated model when we include all exporters, while Figure (b) includes the estimates
for temporary exporters only. In Figure (c) we use as treatment the variation in export
status and export intensity in (t-3). Finally, Figure (d) reports the estimated DRF we
obtain when we control for heterogeneous effects among exporters exporting in (t-
1). The grey highlighted areas identify intervals of export intensity where the DRF is
statistically different from zero using a significance level of 5%.

smaller, more specialized firms producing technology to be sold to other
firms. Here, there is a high level of appropriability due to the tacit nature
of the knowledge (ex., machinery and equipment, office, accounting, and
computing machinery, and medical, precision, and optical instruments);
(d) Science-based are high-tech firms which rely on R&D from both in-
house sources and university research. They have a high degree of ap-

129



propriability from patents, secrecy, and tacit know-how (ex., chemicals,
pharmaceuticals, and electronics).

When we replicate our analysis isolating firms within the same Pavitt’s
class, the results on TFP are quite heterogeneous. The regression table is
reported in Table 30.

Figure 30: Dose-Response Functions for TFP in different Pavitt’s classes

(a) Scale-intensive (b) Specialised Suppliers

(c) Science-Based (d) Supplier Dominated

Note: The figures show the relationship between export intensity and Total Factor Pro-
ductivity (TFP) for firms in different Pavitt’s classes.

Results for Scale and Information Intensive firms align perfectly with
those we discussed in Section 3.5. Their productivity steeply increase
for high values of export intensity, now for export intensity values above
35%. Here, the mechanism behind the LBE is clearly one of economies-of-
scale. For these companies, an expanded presence in international mar-
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kets implies opportunities for technical cost reduction change, reflected
in increased factor productivity.

Specialised suppliers seem to benefit from exporting only for low-medium
export intensities. However, it is essential to note that the relationship
between export intensity and firm performance for these firms is theo-
retically less straightforward than for other exporters. A critical aspect
to consider is the nature of the products they offer. Specialized suppliers
primarily deal in capital goods, which inherently possess higher values
and often require customization or specific configurations to meet the
importing businesses’ needs. This customization journey can be labori-
ous and resource intensive, imposing practical limitations on the volume
of feasible exports. The technological trajectories for specialized suppli-
ers are more geared towards innovation of products that increase perfor-
mance rather than to innovation of processes that reduce costs (Pavitt,
1984). In addition, these firms often target niche markets where their
unique expertise and product offerings are highly valued. Although
these markets may offer lucrative opportunities, they may not support
high export volumes due to their specialized nature and limited demand.
These considerations explain why the productivity of specialized suppli-
ers is less affected by export intensity: the gains acquired by entering
foreign markets and facing foreign competition are independent of the
export share.

For science-based firms, the positive effect of high export intensity on
TFP is rather small and for export intensity above 80%. At the same
time, there is a consistent negative effect in the whole low-productivity
trap. According to Pla-Barber and Alegre (2007), traditional internation-
alization theories may not apply to science-based industries. Instead of
evolving through a series of international stages, firms in science-based
industries will likely encounter global pressures much earlier. Moreover,
specific features of these firms point to a lack of critical mass that can-
cels out the benefits of economies of scale (Khilji et al., 2006). Whatever
innovation, which is the main source of a firm’s productivity in these

131



sectors, generally takes place well before the firm enters foreign markets.
Science-based industries are highly globalized, with research teams hav-
ing a scientific reputation and frequenting international conferences and
scientific meetings (Elmes & Kasouf, 1995). It should then come with no
surprise that the export intensity plays almost no role in firm productiv-
ity.

Firms in more traditional manufacturing sectors, whose technologi-
cal trajectory is strongly influenced by their suppliers, do not benefit in
Total Factor Productivity (TFP) from increasing export intensity. On the
contrary, the low-productivity trap seem to be a major concern for this
subset of firms. In industries where suppliers dominate, design and pro-
ductive efficiency investments are the primary channels to increase firm
productivity. However, such industries are populated mainly by Small
and Medium Enterprises (SMEs), as evidenced by our sample, where
they represent 72% of firms in this category (See Appendix Table C1.3).
According to Love and Roper (2015), SMEs often encounter particular be-
havioral, cultural, and resource-related challenges that impede their abil-
ity or willingness to engage with design as part of their innovation activ-
ity. Additionally, they may fail to grasp the potential value of design for
innovation success. Furthermore, as highlighted by Gkypali et al. (2021),
once SMEs have surpassed the productivity threshold necessary to enter
foreign markets and aim to preserve and enhance their competitive po-
sition, they must leverage knowledge flows from learning-by-exporting.
This process enables them to upgrade and diversify the quality and vari-
ety of their products to align with the needs of both domestic and foreign
customers. Nonetheless, this is not a straightforward process. Particu-
larly from a short-term perspective, the adjustment and marketing costs
required to promote both old and new products may disrupt current and
future business planning, thus resulting in a decrease in productivity.

In conclusion, by categorizing firms according to the Pavitt Taxon-
omy, we highlight significant heterogeneity in the impact of export in-
tensity on key performance indicators. This underscores the need to rec-
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ognize and account for the specific characteristics of each firm when as-
sessing the consequences of heightened export activity.

In particular, our results suggest that a one-size-fits-all approach is
inadequate when studying the implications of export intensity on firm
performance. Recognizing the diversity in technological trajectories and
corresponding strategies is essential for policymakers, industry practi-
tioners, and researchers aiming to formulate targeted interventions and
strategies to foster economic growth and competitiveness.

3.7 Conclusions and policy implications

The present work studies the impact of a firm’s export intensity (the pro-
portion of sales exported) on its performance metrics. We utilize a dose-
response model to estimate how various levels of export intensity affect
firm’ productivity in subsequent years.

Our findings reveal a nonlinear relationship between export intensity
and firm productivity. Exporting firms do not immediately experience
benefits from increased export intensity; significant rewards are only ob-
served when export intensity surpasses 60%. Beyond this critical thresh-
old, productivity rises substantially, as exporting becomes a dominant
source of revenue. At the same time, at such high levels of export inten-
sity, most of the capital investments required to support expanded export
activity have already been incurred. This reduces the financial burden
on the firm, allowing it to fully capitalize on the benefits of learning-by-
exporting. Conversely, very low export intensities below 5% exhibit min-
imal impact on production processes, likely reflecting passive exporting
behaviors. Additionally, we identify a “low-productivity trap” within
the range of 5-35% export intensity. Within this export intensity inter-
val, exports negatively affect productivity, as firms need to re-organize
its activities towards a more export-oriented strategy, thus allocating re-
sources towards exporting infrastructure and increasing capital, without
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corresponding increased returns.
When delving into the exporting behaviour in firms in different in-

tervals of export intensities, we show that the threshold of 35% identifies
groups of exporters who then stick to the same levels of foreign activi-
ties in the following years. Firms exporting less than 35% of their sales
rarely manage to exceed this critical export share in subsequent years,
maintaining a low to medium level of export intensity. Conversely, firms
surpassing the 35% threshold consistently sustain higher levels of export
intensity in the following years. This evidence supports the notion that
LBE mechanisms only take place after a certain level of foreign activities
has been reached, while exporting can be irrelevant or even detrimental
to firm productivity before.

The analysis of the relationship between costs and sales across the ex-
port intensity distribution highlights the distinct advantages of economies
of scale for export intensity levels exceeding 75%. These benefits emerge
as firms increasingly leverage their fixed costs over higher sales volumes.
Furthermore, the relationship between capital intensity and export inten-
sity reveals the critical role of infrastructure development. Specifically,
within the low-productivity trap, there is a significant rise in capital in-
tensity, suggesting that firms must reorganize their structures and pro-
cesses to sustain such high levels of export intensity. This reorganization
likely reflects substantial investments aimed at meeting the demands of
operating effectively in international markets at scale.

When categorizing firms according to Pavitt’s Taxonomy, we demon-
strate how the impacts of export intensity on firm performance vary sig-
nificantly based on a firm’s sector and technological trajectory. The re-
sults of our analysis suggest several crucial policy implications.

Firstly, there exists a strong nonlinear relationship between export in-
tensity and firm performance. Exporting firms do not immediately expe-
rience benefits from increased export intensity, and significant rewards
are only observed when export intensity surpasses 60%. Consequently,
firms need to invest consistently in accumulating exporting capabilities
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before realizing the full productivity benefits associated with higher ex-
port intensity.

Secondly, export intensity is not a relevant source of productivity for
all firms. Specialised suppliers and firms with science-based technol-
ogy, do not primarily innovate through exports; the innovation process
typically concludes before entering foreign markets. In the case of spe-
cialised suppliers, the innovation is rooted in the human know-how and
the learning process happens at the stage of the specific customization
planning, rather than the exporting activity. On the other hand, the
global nature of science-based firms encourages international collabora-
tions during product development, and there is generally minimal need
for customization.

These outcomes underscore the inadequacy of a ”one-size-fits-all”
policy approach and emphasize the necessity for targeted support tai-
lored to firms’ technological trajectories and export strategies.

Some limitations to the external validity of our results must be ac-
knowledged. The unique characteristics of French firms-such as their
size, technological capabilities, and market access—may not fully reflect
the conditions of firms in other countries. In particular, labor market re-
sponses, shaped by relatively rigid labor laws and limited worker mobil-
ity in France, may differ significantly from those in economies with more
flexible regulatory and labor market frameworks. Despite these limita-
tions, the methodology presented here demonstrates strong internal va-
lidity and is adaptable to other regions, allowing for the exploration of
diverse phenomena and the generation of insights tailored to different
economic contexts.
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Conclusions

Disclaimer: This chapter has undergone revisions with the assistance of ChatGPT. While the con-
tent and ideas remain my own, ChatGPT was used to help refine language, structure, and clarity
throughout the revision process.

This thesis investigates the application of novel empirical models,
leveraging machine-learning techniques and dose-response models, to
address key challenges in international economics. Specifically, it exam-
ines three crucial issues: predicting export potential, assessing the impact
of trade agreements, and understanding productivity gains from export-
ing. Each chapter not only delves into these topics but also contributes
to a broader narrative on how advanced analytical methods can enhance
our understanding of complex economic phenomena and guide effective
policy-making.

The first chapter delves into predicting firms’ exporting ability, high-
lighting the power of financial data and sophisticated statistical learning
models in identifying potential exporters. Among the algorithms tested,
the Bayesian Additive Regression Tree with Missingness In Attributes
(BART-MIA) model achieved the highest accuracy, up to 90%, particu-
larly adept at handling missing data from smaller firms. Importantly,
the endogeneity of the predictors, which would pose challenges in tradi-
tional econometric approaches, actually enhances our models by reveal-
ing how closely a firm resembles a successful exporter. Moreover, among
the algorithms tested, tree-based models proved most precise, highlight-
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ing the complex non-linear interactions among firm characteristics
Our predictions hold robustly across different definitions of exporters

and training strategies, offering valuable insights for trade promotion
programs, trade credit assessments, and firms’ trade potential evalua-
tions. Indeed, governments often formulate trade policies aimed at pro-
moting exports to boost economic growth. Notable examples include
Germany’s Euler Hermes and France’s Bpifrance Assurance Export, which
provide export credit insurance and guarantees, and UK Trade & Invest-
ment (UKTI) and Enterprise Ireland, which offer support services to ex-
pand businesses’ exports. Predicting which firms are likely to become ex-
porters can significantly help these programs to target their support more
effectively, while better allocating their resources and reducing wastage.

For instance, our study revealed significant regional heterogeneity in
trade potential across France, indicating that targeted policy interven-
tions could effectively enhance trade promotion efforts.

The second chapter employs a causal machine learning framework
to evaluate the heterogeneous effects of the EU-Canada Comprehensive
Economic and Trade Agreement (CETA) on France’s trade. We adapt
a Matrix Completion model, initially proposed by Athey, Bayati, et al.
(2021), to the context of French customs data, predicting multidimen-
sional counterfactuals at the firm, product, and destination level.

This approach exposes the heterogeneity in the impacts of a trade
agreement, thus emphasizing the importance of evaluating the entire
distribution of treatment effects. We identify both positive and negative
effects, notably observing that products in which France held a compara-
tive advantage before the treaty experienced a more pronounced positive
impact. Additionally, significant product churning was observed due to
the CETA provisions, with new products entering the export market as
others phase out. These diverse treatment effects highlight the limita-
tions of analyses focusing solely on average effects, where instances of
positive and negative treatment effects may cancel each other out.
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Furthermore, our methodology allows for the evaluation of spillover
effects. In our analysis, these manifest as classical Vinerian trade di-
version effects induced by CETA, with trade flows redirecting toward
Canada from other destinations, especially for products with a higher
elasticity of substitution.

Importantly, the matrix completion approach discussed in this chap-
ter is adaptable to other trade policy evaluations, offering the potential
for a more comprehensive understanding of trade regime impacts. For
instance, continuously updating trade matrices with new data could en-
able ongoing assessment of evolving trade patterns and policy impacts
over time. This dynamic analysis would help policymakers adjust strate-
gies and interventions effectively in response to changing economic con-
ditions. Moreover, extending matrix completion to conduct sector- or
regional-specific analyses of trade policy impacts allows for tailored in-
terventions and support measures to maximize sectoral benefits and ad-
dress specific challenges arising from trade policy changes. Similarly, a
regional perspective could reveal disparities in economic outcomes and
guide the allocation of resources to promote balanced development and
regional integration.

An additional compelling application lies in using matrix completion
to analyze global supply chain dynamics. Representing supply chain
networks as matrices—where rows denote suppliers or manufacturers,
and columns represent customers or distribution points—enables the in-
clusion of metrics like transportation costs, lead times, inventory lev-
els, and transaction volumes between nodes. By completing these ma-
trices, it becomes possible to predict demand patterns, optimize inven-
tory levels, and minimize excess inventory costs and stockouts across
the supply chain network. Moreover, leveraging insights derived from
the completed matrices can facilitate the implementation of contingency
plans and resilience strategies, mitigating risks associated with potential
disruptions such as supplier failures, natural disasters, or geopolitical
events.
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The third chapter advances the literature on the ”learning-by-exporting”
hypothesis, which posits that participating in international trade can en-
hance firm productivity. We use the dose-response model by Cerulli
(2015) to quantify productivity gains associated with varying levels of
export intensity while accounting for self-selection into exporting.

Unlike traditional studies that use a binary treatment for a firm’s ex-
porting status, our methodology isolates the effects of varying export
intensity on firm performance. By treating exporting as a continuous
variable, we estimate a dose-response function that captures both the di-
rection and magnitude of effects across different export intensity levels.
The rationale is that treatment effects could be heterogeneous and non-
linear, with exporting becoming profitable only after a critical mass of
exports is reached.

Our findings reveal, indeed, that the relationship between export in-
tensity and firm productivity is non-linear. Significant productivity im-
provements occur when export intensity exceeds 60%, while lower levels
can be either ineffective or even detrimental to productivity. Specifically,
we identify a ”low-productivity trap” within the 5-35% export intensity
range, where exports negatively affect productivity due to resource al-
location without corresponding returns. Moreover, we show that firms
exporting below the 35% threshold struggle to surpass it in subsequent
years, maintaining low-medium export levels, while those above it con-
sistently sustain higher export intensities.

These findings suggest that learning-by-exporting mechanisms be-
come effective only after reaching a certain level of foreign engagement,
explaining mixed results observed in models using a binary export sta-
tus indicator. Moreover, these results have several policy implications.
For instance, firms with lower export intensity mostly need capacity-
building initiatives to stay profitably in foreign markets. Conversely,
high-intensity exporters benefit especially from logistics optimization and
market diversification, which capitalize further on economies of scale.
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Moreover, classifying firms using Pavitt’s Taxonomy shows considerable
variability in productivity outcomes across different sectors and tech-
nological capabilities, highlighting diverse impacts of exporting on firm
performance and the need for sector-specific policy interventions.

Together, these essays illustrate how advanced empirical analysis,
utilizing machine learning and dose-response methods, offers valuable
tools for international trade analysis. They underscore the significance
of data-driven approaches in exploring economic outcomes, uncovering
insights that traditional methods may overlook. Historically, challenges
such as limited computational power, data availability, and analytical
techniques constrained the incorporation of large, complex datasets in
economic research. However, advancements in technology, data infras-
tructure, and methodologies have now facilitated the full utilization of
these datasets.

However, it is important to acknowledge that while the methodolo-
gies presented in this thesis exhibit high internal validity, their external
validity is more limited. Specifically, the studies are based on French
data, and the unique characteristics of French firms—such as their size,
technological capabilities, and market access—may not fully reflect the
conditions of firms in other countries. Additionally, labor market re-
sponses to trade shocks in France, influenced by relatively rigid labor
laws and limited worker mobility, may differ substantially from those
in economies with different regulatory and labor market frameworks.
Despite these limitations, we believe the methodologies and frameworks
developed in this thesis have a great potential to be effectively adapted to
other contexts. By adjusting these models to account for regional and in-
stitutional differences, future research could expand the analysis to other
countries, providing deeper insights into global trade dynamics and their
impact on firm performance.

Through the application of sophisticated analytical techniques, in-
deed, the three essays demonstrate how leveraging detailed data can un-

140



veil the intricate mechanisms shaping trade patterns, firm performance,
and the effects of trade policies. This integration not only enhances our
comprehension of international trade dynamics but also highlight the
potential for innovative methodologies to inform policy decisions and
stimulate economic growth.
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Appendix A

Supplementary materials
for Chapter 1

This Appendix is based on Micocci and Rungi (2023), ”Predicting Exporters
with Machine Learning”, World Trade Review. 2023;22(5):584-607. Available
at https://doi.org/10.1017/S1474745623000265.

Appendix A1: Data

Table A1.1: List of predictors

Variable Description

Corporate Control A binary variable equal to one
if a firm belongs to a corporate
group.

Dummy Patents equal to 1 if the firm issued any
patent, and 0 otherwise.

Continued on next page
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Table A1.1 – continued from previous page

Variable Description

Consolidated Accounts A binary variable equal to one
if the firm consolidates accounts
of subsidiaries

NACE rev. 2 A 2-digit industry affiliation fol-
lowing the European Classifica-
tion

NUTS 2-digit The region in which the com-
pany is located following the
European classification.

Productive Capacity It is an indicator of investment
in productive capacity com-
puted as Fixed Assetst/(Fixed As-
setst−1+Depreciationt−1)

Capital Intensity It is a ratio between fixed as-
sets and number of employees
for the choice of factors of pro-
duction.

Labour Productivity It is a ratio between value added
and number of employees for
the average productivity of la-
bor services.

Continued on next page
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Table A1.1 – continued from previous page

Variable Description

Value Added, Depreciation, Credi-
tors, Current Assets, Current liabil-
ities, Non-current liabilities, Current
ratio, Debtors, Operating Revenue
Turnover, Material Costs, Costs of
Employees, Taxation, Financial Rev-
enues, Financial Expenses, Inter-
est Paid, Number of Employees,
Cash Flow, EBITDA, Total Assets,
Fixed Assets, Intangible Fixed As-
sets, Tangible Fixed Assets, Share-
holders’ Funds, Long-Term Debt,
Loans, Sales, Solvency Ratio, Work-
ing Capital

Original financial accounts ex-
pressed in euro.

Interest Coverage Ratio (ICR) It is a ratio between EBIT and In-
terest Expenses, as yet another
proxy of financial constraints as
in Caballero et al., 2008.

TFP It is the Total Factor Productivity
of a firm computed as in Acker-
berg et al. (2015).

Financial Constraints It is a proxy of financial con-
straints as in Nickell and Nicol-
itsas, 1999, calculated as a ratio
between interest payments and
cash flow

Markup It an estimate of a firm’s
markup following De Loecker
and Warzynski, 2012.

ROA It is a ratio of EBITDA on Total
Assets for returns on assets.

Continued on next page
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Table A1.1 – continued from previous page

Variable Description

Financial Sustainability It is a ratio between Financial
Expenses and Operating Rev-
enues.

Size-Age It is a synthetic indicator pro-
posed by Hadlock and Pierce
(2010), computed as (-0.737·
log(total assets) )+(0.043 · log(total
assets))2 -(0.040 · age to catch the
non-linear relationship between
financial constraints, size and
age.

Capital Adequacy Ratio It is a ratio of Shareholders’
Funds over Short and Long
Term Debts.

Liquidity Ratio A ratio between Current Assets
minus Stocks and Current Lia-
bilities.

Liquidity Returns It is a ratio between Cash Flow
and Total Assets

Regional Spillovers It is a proxy proposed by
Bernard and Jensen, 2004 com-
puted as a share of exporting
plants out of total plants in a re-
gion.

Industrial spillovers It is a proxy proposed by
Bernard and Jensen, 2004 com-
puted as a share of exporting
plants on total plants in a 2-digit
industry.

Continued on next page
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Table A1.1 – continued from previous page

Variable Description

External Economies of Scale It is a proxy proposed by
Bernard and Jensen, 2004 com-
puted as a share of exporting
plants out of the total in an
industry-region cell.

Size Measure of firm size computed
as (log of) number of employees.

Average Wage Bill It is computed as ( log of) costs
of employees divided by num-
ber of employees.

Inward FDI It is a binary variable with value
1 if the firm has foreign head-
quarters and 0 otherwise.

Outward FDI It is a binary variable with value
1 if the firm has subsidiaries
abroad and 0 otherwise.
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Appendix A2: Figures and Tables

Figure A2.1: Sample coverage: exporters by region

Note: Unitary shares indicate exporters on total firms in NUTS 2-digit regions.

Figure A2.2: Sample distribution over time

Note: The graph shows, in light blue, the number of firms included in the BART-MIA
analysis, where observations are retained despite missing attributes. In dark blue, it
displays the number of firms included in the other analyses, where any observation
with missing attributes is discarded. Please note that fluctuations in the first case are
due to the exclusion of firms that are assumed inactive, as they report all missing fi-
nancial accounts. In any case, the specific firms represented in each bar may vary over
time.
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Table A2.1: Sample coverage by industry

Sample Population
NACE rev. 2 code non-exporters exporters total (%) non-exporters exporters total (%)

(3) (4) (5) (6) (7) (8) (9) (10)

Food products 10 13,057 1,429 14,486 0.254 49,153 2,135 51,288 0.293
Beverages 11 1,176 395 1,571 0.028 3,028 825 3,853 0.022
Textiles 13 919 389 1,308 0.023 4,278 798 5,076 0.029
Wearing apparel 14 1,060 336 1,396 0.024 8,813 881 9,694 0.055
Leather and related products 15 374 142 516 0.009 2,930 313 3,243 0.019
Wood and products of wood and cork 16 2,203 509 2,712 0.048 8,920 1,036 9,956 0.057
Paper and paper products 17 455 362 817 0.014 823 469 1,292 0.007
Printing and reproduction of recorded media 18 2,995 584 3,579 0.063 14,347 969 15,316 0.088
Coke and refined petroleum 19 17 14 31 0.001 - - 25 0.0001
Chemicals and chemical products 20 958 705 1,663 0.029 1,388 1,127 2,515 0.014
Pharmaceutical products 21 151 148 299 0.005 93 159 252 0.001
Rubber and plastic products 22 1,436 931 2,367 0.042 1,780 1,425 3,205 0.018
Other non-metallic products 23 1,929 393 2,322 0.041 7,026 777 7,803 0.045
Basic metals 24 354 267 621 0.011 295 304 599 0.003
Fabricated metal prod., except machinery and equipment 25 8,135 2,540 10,675 0.187 14,557 3,903 18,460 0.106
Computer, electronic and optical products 26 965 605 1,570 0.028 1,304 991 2,295 0.013
Electrical equipment 27 789 495 1,284 0.023 1,321 727 2,048 0.012
Machinery and equipment 28 1,938 1,194 3,132 0.055 2,567 1,967 4,534 0.026
Motor vehicle, trailers and semi-trailers 29 748 424 1,172 0.021 1,119 516 1,635 0.009
Other transport equipment 30 330 186 516 0.009 847 260 1,107 0.006
Furniture 31 1,416 249 1,665 0.029 8,758 598 9,356 0.053
Other manufacturing 32 2,796 518 3,314 0.058 19,960 1,378 21,338 0.122

Total 44,201 12,815 57,016 1.00 153,307 21,558 174,890 1.00

Note: French manufacturing firms are sourced from Orbis, by Bureau Van Dijk. On columns 3 and 4, we separate exporters and
non-exporters in our sample. On column 5 we report the total number of manufacturing firms by NACE rev.2. On columns 7-9 a
comparison with Eurostat census. When we look at shares on columns 6 and 10, we find our sample is well balanced by industry if
compared with the population.
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Table A2.2: Sample coverage - size classes

NACE
rev.2

Sample - N. employees Population - N. employees
0-9 10-19 20-49 50-249 250+ Total 0-9 10-19 20-49 50-249 250+ Total

10 1,649 711 611 488 172 3,631 45,798 3,225 1,382 679 204 51,288
11 233 105 93 59 21 511 3,397 205 147 76 28 3,853
13 93 76 107 80 7 363 4,586 209 151 113 17 5,076
14 117 51 49 47 22 286 9,391 140 89 57 16 9,694
15 43 24 36 47 16 166 3,038 70 69 45 21 3,243
16 274 182 178 93 8 735 8,869 560 337 168 21 9,956
17 48 64 105 129 39 385 865 123 121 120 62 1,292
18 381 144 167 86 6 784 14,455 445 277 123 17 15,316
19 1 3 4 6 5 19 NA NA 3 3 7 25
20 134 109 177 223 87 730 NA NA 190 219 99 2,515
21 16 18 36 58 61 189 NA NA 31 50 55 252
22 192 173 274 279 53 971 1,963 405 431 319 86 3,205
23 348 135 161 136 59 839 7,094 266 234 136 72 7,803
24 39 33 53 122 51 298 377 60 56 70 35 599
25 988 792 869 571 75 3,295 13,917 2,174 1,498 734 136 18,460
26 134 113 136 154 70 607 1,700 219 157 171 49 2,295
27 106 83 120 123 64 496 1512 169 168 136 63 2,048
28 281 171 320 319 101 1,192 2,983 455 536 399 160 4,534
29 84 62 103 157 98 504 1,092 156 160 152 75 1,635
30 36 22 30 70 41 199 838 57 63 95 55 1,107
31 148 55 78 66 9 356 8,976 164 134 68 13 9,356
32 311 121 108 102 26 668 20,551 394 217 133 44 21,338

Total 5,656 3,248 3,816 1, 091 3,415 17,226 151,402 9,496, 6,451 4,066 1,335 174,898

Note: French manufacturing firms are sourced from Orbis, by Bureau Van Dijk. Sample coverage by number of employees in 2017
(left panel) is compared with information on population sourced from EUROSTAT Structural Business Statistics. Please note that
number of employees may report missing values from sample data, thus number of observations do not sum up to sample totals.
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Figure A2.3: Out-of-sample Goodness-of-Fit

Note: We report the ROC Curves and Precision-Recall curves of the models. See Ap-
pendix A for the details on the construction of the curves and their interpretation.
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Table A2.3: Prediction accuracies after cross-validating training and testing
sets

Measure Sample 1 Sample 2 Sample 3 Sample 4 Sample 5

Sensitivity 0.649 0.647 0.654 0.65 0.648
Specificity 0.911 0.904 0.905 0.905 0.907
Balanced Accuracy 0.780 0.775 0.780 0.778 0.778
ROC 0.909 0.903 0.907 0.903 0.908
PR 0.739 0.738 0.742 0.732 0.739

N.Obs 103,540 102,748 102,169 102,028 101,712

Note: We report prediction accuracies of BART-MIA after cross-validating the algo-
rithm on five different random training and testing sets. Our aim is to check whether
predictions are robust against data sampling.

Table A2.4: Prediction accuracies with optimal thresholds (Liu, 2012)

Model Sensitivity Specificity Balanced ROC PR Threshold
Accuracy AUC AUC

Logit-Lasso 0.786 0.676 0.716 0.785 0.789 0.513
Logit 0.760 0.688 0.724 0.794 0.805 0.517
Random forest 0.760 0.686 0.723 0.795 0.801 0.560
BART 0.730 0.708 0.719 0.791 0.800 0.569
BART-MIA 0.863 0.791 0.827 0.905 0.738 0.280

Note: We report prediction accuracies when we select the optimal prediction threshold
following Liu, 2012.

Table A2.5: Prediction accuracies with a subset of predictors

Model Sensitivity Specificity Balanced ROC PR
Accuracy AUC AUC

Logit-Lasso 0.668 0.768 0.718 0.786 0.785
CART 0.512 0.907 0.710 - -
Random forest 0.810 0.627 0.719 0.791 0.793
BART 0.807 0.629 0.718 0.790 0.791
BART-MIA 0.623 0.914 0.768 0.902 0.725

Note: We report prediction accuracies after reducing the battery of predictors from 52
to 23 variables selected by a robust LASSO (Ahrens et al., 2020).
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Table A2.6: Prediction accuracies after training and testing on separate
years

Measure 2011 2012 2013 2014 2015 2016 2017 2018

Sensitivity 0.907 0.896 0.885 0.896 0.901 0.918 0.924 0.928
Specificity 0.637 0.632 0.641 0.627 0.639 0.651 0.652 0.654
Balanced Accuracy 0.772 0.764 0.763 0.761 0.770 0.784 0.788 0.791
ROC AUC 0.903 0.889 0.886 0.888 0.894 0.910 0.919 0.930
PR AUC 0.759 0.718 0.725 0.723 0.722 0.729 0.734 0.727

N.Obs 11,375 11,377 11,378 11,383 11,386 11,392 11,388 11,387

Note: We report prediction accuracies of BART-MIA after training and testing on sep-
arate years. Our aim is to check whether predictions are robust along the timeline.

Table A2.7: Prediction accuracies of exporters defined á la Békés and Mu-
raközy, 2012

Exporter Class Sensitivity Specificity Balanced ROC PR Num.
Accuracy AUC AUC Obs.

Permanent Exporters 0.723 0.779 0.751 0.849 0.934 76,185
Temporary Exporters 0.421 0.820 0.621 0.755 0.447 73,647
Non-Exporters 0.949 158,625

Total 0.650 0.9066 0.7783 0.9048 0.7383 232,272

Note: We report prediction accuracies after BART-MIA for firms classified according
to Békés and Muraközy (2012): i) permanent exporters are firms that export at least four
consecutive years; ii) temporary exporters are remaining firms that export at least once;
iii) non-exporters are firms that never export.

Table A2.8: Prediction accuracies after an exporters’ definition based on
thresholds of the share of export revenues over total revenues

Measure 1st Percentile 2nd Percentile 5th Percentile Benchmark

Sensitivity 0.652 0.641 0.625 0.658
Specificity 0.835 0.837 0.852 0.833
Balanced Accuracy 0.744 0.739 0.738 0.745
ROC AUC 0.836 0.835 0.836 0.836
PR AUC 0.737 0.731 0.724 0.738

N.Obs 41,911 41,911 41,911 41,911

Note: We report prediction accuracies of BART-MIA after defining as exporters the
firms with share of export revenues over total revenues above some specific thresholds,
at the 1st,2nd, and 5th percentiles of the distribution of the share of export revenues
over total revenues.
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Table A2.9: Prediction accuracies - Imputation of missing values with pop-
ulation medians

Specificity Sensitivity Balanced ROC PR N. obs.
Accuracy AUC AUC

LOGIT 0.817 0.751 0.784 0.784 0.528 382,606
LOGIT-LASSO 0.913 0.541 0.727 0.880 0.682 382,606
CART 0.893 0.617 0.755 382,606
Random Forest 0.910 0.647 0.778 0.907 0.738 382,606
BART 0.910 0.635 0.772 0.905 0.731 382,606

LOGIT + year 0.932 0.467 0.699 0.865 0.662 382,606

Note: For a robustness check, we report prediction accuracies after an imputation of
missing values based on median values of the whole population, while adding a pre-
dictor indicating the number of missing entries by observation (number of missing
values by row). Please note that last row corresponds to a logit where we replace miss-
ing with population median, and we add the year as an additional regressor.

Table A2.10: Prediction accuracies - Imputation of missing values with me-
dians of similar exporters only

Specificity Sensitivity Balanced ROC PR
Accuracy AUC AUC

LOGIT 0.879 0.484 0.682 0.796 0.662
LOGIT-LASSO 0.880 0.484 0.682 0.795 0.661
CART 0.839 0.596 0.718
Random Forest 0.860 0.642 0.751 0.852 0.737
BART 0.860 0.627 0.744 0.846 0.726

Note: For a robustness check, we report prediction accuracies after an imputation of
missing values based on median values of firms within the same industry, region, year
and with the same size and internationalization status (inward or outward FDI are
positive).
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Figure A2.4: Variable inclusion proportions in Île-de-France versus the rest
of France

(a) VIPs Île-de-France

(b) VIPs France, excluding Île-de-France

Note: We report Variable Inclusion Proportions (VIPs) in (a)Île-de-France, (b) in all
France excludingÎle-de-France. Of all the predictors in baseline, we visualize only those
with a VIP higher than 1%. The bars represent standard deviations obtained by repli-
cating five different times the BART-MIA on the same random training set.
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Figure A2.5: The potential for extensive margin across France

Note: We report location quotients of non-exporters whose score is above the median
in the national distribution. Regions with location quotients greater than one (lower
than one) are those where potential exporters are more (less) concentrated than what
one would expect given manufacturing density. See Appendix D for details on the
computation of location quotients.

Appendix A3: Evaluation of prediction accuracy

Different metrics are used to evaluate the prediction accuracy of machine
learning algorithms. Briefly, prediction accuracy metrics compare the
classes predicted by the algorithm with the actual ones. In the case of a
binary outcome, the comparison generates four classes of results:

• True Positives: cases when the actual class of the data point is 1
(Positive) and the predicted is also 1 (Positive);

• False Positives: cases when the actual class of the data point is 0
(Negative) and the predicted is 1 (Positive);
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• False Negatives: cases when the actual class of the data point is 1
(Positive) and the predicted is 0 (Negative);

• True Negatives: cases when the actual class of the data point is 0
(Negative) and the predicted is also 0 (Negative);

In an ideal scenario, we want to minimize the number of False Positives
and False Negatives.

Table A3.1: Confusion Matrix

Actual
Positives (1) Negatives (0)

Predicted Positives (1) True Positives (TP) False Positives (FP)
Negatives (0) False Negatives (FN) True Negatives (TN)

The metrics we use to evaluate prediction accuracy in our exercises
are based on the relationship between the sizes of the above classes.

Sensitivity (or Recall) Sensitivity (or Recall) is a measure of the pro-
portion of correctly Predicted Positives out of the total Actual Positives.

Sensitivity =
True Positives

True Positives+ False Negatives

Specificity Specificity is a measure that catches the proportion of cor-
rectly Predicted Negatives, out of total Actual Negatives.

Specificity =
True Negatives

True Negatives+ False Positives

Balanced Accuracy (BACC) Balanced Accuracy (BACC) is a combina-
tion of Sensitivity and Specificity. It is particularly useful when classes
are imbalanced, i.e., when a class appears much more often than the
other. It is computed as the average between the True Positives rate and
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True Negatives rate.

BACC =
Sensitivity + Specificity

2

Receiving Operating Characteristics (ROC) The ROC curve is a graph
showing the performance in classification at different thresholds, expressed
in terms of the relationship between True Positive Rate (TPR) and False
Positive Rate (FPR), defined as follows:

True Positive Rate =
True Positives

True Positives+ False Negatives

FalsePositiveRate =
False Positives

False Positives+ True Negatives

The Area Under the Curve (AUC) of ROC is then useful to evalu-
ate performance in a bounded range between 0 and 1, where 0 indicates
complete misclassification, 0.5 corresponds to an uninformative classi-
fier, and 1 indicates perfect prediction.

Precision-Recall (PR) The PR curve is a graph showing the trade-off
between Precision and Recall at different thresholds. Note that Precision
and Recall are defined as follows:

Precision =
True Positives

True Positives+ False Positives

Recall =
True Positives

True Positives+ False Negatives

As for the ROC curve, the PR AUC is used to evaluate the classifier
performance. A High AUC represents both high recall and high preci-
sion, thus meaning the classifier is returning accurate results (high pre-
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cision), as well as returning a majority of all the positive results (high
recall).

Appendix A4: Location Quotients

Let us define I = {1, . . . , n} the set of non-exporting firms and R =

{1, . . . , r} the set of regions (NUTS 2-digit). The r partitions of I by re-
gion j ∈ R are defined as:

Ij ⊂ I, j = 1, . . . , r s.t.

r⋃︂
j=1

Ij = I

Let P be the set of non-exporting firms whose exporting score e is above
the one of the median firm in the total distribution of non-exporters, i.e.:

P ⊂ I = {i ∈ I : ei > median(e)}

Again we can define the r partitions of P by region j ∈ R as

Pj ⊂ P, j = 1, . . . , r s.t.

r⋃︂
j=1

Pj = P

The location quotient, for each region j = 1, . . . , r is computed as

LQj =
#Pj/#Ij
#P/#I

In our case, location quotients (LQ) detect the concentration of po-
tential exporters in excess of what one would expect from the national
distribution. If, for example, region j has LQj = 1.5, it implies that firms
with a high trade potential are 1.5 times more concentrated in such a
region than the average.
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Appendix B

Supplementary materials
for Chapter 2

This Appendix is based on Fontagné et al. (2024), ”The heterogeneous impact of
the EU-Canada agreement with causal machine learning”, Papers 2407.07652,
arXiv.org, revised July 2024. Preprint at https://doi.org/10.48550/arXiv.2407.07652.

Appendix B1: Tables and graphs

Table B1.1: Distribution of tariff changes in the Canada-EU Comprehensive
Trade Agreement (CETA)

Tariff decrease (%) N. products % products

0.3 - 5 1,871 51.04
6 - 10 1,290 35.19
11 - 20 479 13.06
>20 26 0.71

Total 3,666 100.00

Note: The table shows the distribution of tariff changes by HS 6-digit products as it has
been negotiated in the CETA. The simple average tariff decrease has been 5.8% with a
4.3 standard deviation.
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Table B1.2: Distribution of tariff changes in the Canada-EU Comprehensive Trade Agreement (CETA) by Product
Class

Tariff Reduction Avg. Tariff Number of
HS class Product class Average Std. Dev. Median Min Max after CETA products

01-05 Animal & Animal Products 5.609 6.56 3.85 0 26.5 0.45 65
06-15 Vegetable Products 5.659 4.811 5.33 0 17.6 0 144
16-24 Foodstuffs 11.962 7.725 12.8 0 33.8 0.4 142
25-27 Mineral Products 0.714 1.373 0 0 6.5 0 39
28-38 Chemicals & Allied Industries 4.682 2.244 5.5 0 7.7 0 342
39-40 Plastics/Tubblers 4.848 2.125 6.5 0 6.5 0 151
41-43 Raw Hides, Skins, Leather & Furs 3.911 2.286 3.7 0 9 0 35
44-49 Wood 1.276 2.35 0 0 9 0 132
50-63 Textiles 9.293 2.802 8.9 0 12 0 455
64-67 Footwear/Headgear 7.961 5.81 5.475 1.7 17 0 42
68-71 Stone/Glass 4.067 3.178 3.75 0 12 0 118
72-83 Metals 2.644 2.253 2.7 0 9 0 319
84-85 Machinery/Electrical 2.033 1.829 1.7 0 14 0 559
86-89 Transportation 3.408 2.072 3.125 0 14.5 1.1 90
90-97 Miscellaneous 2.431 1.822 2.7 0 9.5 0 278

01-97 Total 4.549 4.204 3.25 0 33.8 0.107 2846

Note: The table shows the distribution of tariff changes by HS classes for products actually exported by France to Canada before
CETA. When we restrict the analysis on the set of products actually exported from Canada to France before the Agreement, the
avreage decrease has been 4.55% with a 4.2 standard deviation.
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Figure B1.1: Products per exporter in Canada in 2016

Note: The figure shows the distribution of product portfolios by exporters to Canada
before the entry into force of the CETA. On the left, the first bar indicates exporters with
one product delivered to Canada. Then, the following bars refer to product portfolios
sold to Canada by multiproduct firms.

Table B1.3: Which products in the intensive margin

Case Traded in Traded in Traded in Intensive Note:
2015 2016 2017 margin

1) Yes Yes Yes Yes Always traded
2) Yes Yes No No Not traded after CETA
3) Yes No Yes Yes Intermittently traded
4) No Yes Yes Yes Intermittently traded
5) Yes No No No Intermittently traded
6) No Yes No Yes Intermittently traded
7) No No Yes No Traded only after CETA
8) No No No No Never traded

Note: The table separates cases of intensive margins from different trade patterns in
the original data. For each of them, we report in column (4) whether the corresponding
product is included in the analyses on intensive margins.
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Table B1.4: Ranking export destination by trade volumes and number of
products

Destination Export volume # Products Rank by Rank by Combined
(in mln €) Values #Products Rank

(1) (2) (3) (4) (5)

Germany 73.134 4,816 1 4 2.5
Italy 36.084 4,842 4 2 3
Spain 36.692 4,825 3 3 3
Belgium 30.752 4,857 6 1 3.5
USA 38.771 4,091 2 9 5.5
United Kingdom 35.721 4,594 5 7 6
Netherlands 16.350 4,775 8 5 6.5
Switzerland 15.922 4,691 9 6 7.5
China 19.489 3,836 7 10 8.5
Poland 8.356 4,193 10 8 9
Canada 4.217 3,812 26 18 22

Rest of Asia 74.958 4,890
Rest of Europe 55.077 4,999
Africa 29.825 4,912
Rest of Americas 16.377 4,245
Oceania 5.449 4,106

Note: Countries in this table are included in the trade matrix at the product level intro-
duced in Section 2.5.1. The decision is based on two criteria: in column (1), we report
the average trade values exported by the French Exporters from 2015-2016; in column
(2), we report the average number of products exported to each destination in 2015-
2016. Columns (3) and (4) report the ranking position of each country by average trade
values and average number of exported products, respectively. Column (5) reports an
average of rankings in columns (3) and (4). The (rest of the) continents at the bottom
of the table are also included in the analyses to close and balance the trade matrix.
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Figure B1.2: Time-destination correlation matrices on the extensive mar-
gins: original data matrix and the predicted low-rank matrix

(a) Original data matrix Y (b) Predicted matrix Ỹ

Note: he figure on the left displays the correlation matrix of the columns of the orig-
inal matrix Y, which records the exports of products (at the HS6 level) to country d
at time t. The figure on the right shows the correlation matrix of the columns of the
corresponding predicted low-rank matrix Ỹ. This predicted matrix accounts for the
residual correlation between the rows and columns of the original matrix after remov-
ing the row and column fixed effects (γ̃i and δ̃j in equation 1.2). Figure (a) illustrates
significant and consistent correlation patterns between destinations over time. Figure
(b) demonstrates that these correlation patterns are effectively learned and captured by
the predicted low-rank matrix Ỹ, enhancing the accuracy of the predicted outcomes.
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Table B1.5: A placebo test for the intensive margin to Canada

Product Class name WATET weighted st. dev. N. products
class (1) (2) (3)

01-97 All products -1.038 11.664 2,219

01-05 Live animals & Animal products 0.932 85.550 44
06-15 Vegetable products 5.380 0.696 122
16-24 Foodstuffs 0.415 4.262 120
25-27 Mineral products -32.675 232.346 23
28-38 Chemicals & Allied industries -1.613 12.084 244
39-40 Plastics / Rubbers -1.289 9.967 129
41-43 Raw Hides, Skins, Leather & Furs -1.021 5.609 31
44-49 Wood & Wood products 0.578 9.423 31
50-63 Textiles 15.36 13.84 458
64-67 Footwear / Headgear 3.189 26.784 30
68-71 Stone / Glass 3.388 33.419 74
72-83 Metals 2.216 3.766 234
84-85 Machinery / Electrical -1.655 4.607 418
86-89 Transportation -9.612 6.021 66
90-97 Miscellaneous 1.253 3.382 195

Note: The table reports the Weighted Average Treatment Effects on the Treated (WA-
TET) exports to Canada after a placebo test, considering the same definitions of
treatment but in the period September 2012-August 2015. TET ∗

pdt, are weighted
for the relevance each product had in the year before the treaty signature to ob-
tain the unique WATET . The weighted standard deviations are computed as√︄∑︁N

i=1 spdt

(︂
TET∗

pdt
−WATET

)︂2

(L−1)\L
∑︁N

i=1 spdt
, where L is the number of counterfactuals in the

trade matrix for Canada. *, **, *** stand, respectively, for p < 0.05, p < 0.01, p < 0.001.
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Table B1.6: Changing alternative destinations in the trade matrix

Model WATET weighted std. dev. N. products
(1) (2) (3)

Baseline 1.278*** 0.524 2,165

Number of exporters 1,217*** 0.423 2,165
Import structure similarity 1.006*** 0.431 2,167
Import market size 0.939*** 0.429 2,165

Note: The table reports the Weighted Average Treatment Effects on the Treated (WA-
TET) exports to Canada after changing the set of alternative destinations in the trade
matrix. TET ∗

pdt are weighted for the relevance each product had in the year before
the treaty signature to obtain the unique WATET . The weighted standard deviations

are computed as

√︄∑︁N
i=1 spdt

(︂
TET∗

pdt
−WATET

)︂2

(L−1)\L
∑︁N

i=1 spdt
, where L is the number of coun-

terfactuals in the trade matrix for Canada. *, **, *** stand, respectively, for p < 0.05,
p < 0.01, p < 0.001.
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Table B1.7: CETA and alternative destinations - general equilibrium trade
effects - Robustness checks

Dependent variable
TETpdt (1) (2) (3)

TETCA,pt -0.927* -1.951 -1.740*
(0.332) (1.250) (0.648)

V aluepdt−1 1.755*** 1.661*** 1.381***
(0.189) (0.233) (0.276)

Constant -5,379,224.0** -7,379,045.8* -4,700,216.0*
(1,534,383.2) (3,395,757.2) (1,947,475.7)

N. obs. 32,505 32,505 32,505
R squared 0.773 0.693 0.602

Clusters by country Yes Yes Yes
Clusters by product class Yes Yes Yes

Model
Number of Import structure Import market
exporters similarity size

Note: The Table shows results after a linear regression model whose dependent vari-
able includes the treatment effects on the treated in monetary values, TETpdt, where
destination d is different from Canada. Each column corresponds to a different set of
destinations, as reported in Table B1.9. The main regressor of interest is the vector of
treatment effects on the treated in monetary values, TETpdt, where destination d is
instead Canada. The unique control variable is the value of the product p export flow
in destination d different from Canada in the period before the CETA, t− 1. Errors are
double-clustered by country and product class. **, *** stand, respectively, for p < 0.05,
p < 0.01, p < 0.001.
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Table B1.8: Prediction accuracy at the product level intensive margin - Ro-
bustness checks

Model min RMSE Y SI NRMSE

Baseline 7.12126 7,060,711 0.000100858 0.00027172

No fixed effects 7.328702 7,060,711 0.000103796 0.00027963
Number of exporters 8.322443 7,037,844 0.000118253 0.00034071
Import structure similarity 9.581219 7,204,660 0.000132986 0.00049488
Import market size 11.518196 7,041,990 0.000163565 0.00053770

Note: The table reports the statistics of the prediction accuracy that we obtain when
we train the model while removing the Fixed Effects, or on matrices where we used
different matrix structure strategies.

Table B1.9: Choice of destinations using different selection criteria

Selection Criterion Individual Destinations Aggregates

Baseline Belgium, Canada, Switzerland, China, Germany,
Spain, the United Kingdom, Italy, The Netherlands,
Poland, the United States of America

Africa, Americas, Asia,
Europe, Oceania

Number of exporters Belgium, Canada, Switzerland, China, Germany,
Spain, the United Kingdom, Italy, Japan, Morocco,
the United States of America

Africa, Americas, Asia,
Europe, Oceania

Import structure similarity Austria, Australia, Canada, Germany, Spain, Fin-
land, United Kingdom, New Zealand, Poland, Swe-
den, The United States of America

Africa, Americas, Asia,
Europe, Oceania

Import market size China, Germany, the United Kingdom, Hong Kong,
India, Italy, Japan, Korea, the Netherlands, the
United States of America

Africa, Americas, Asia,
Europe, Oceania

Note: The table reports, for each destination selection criterion, the list of partner coun-
tries included in the trade matrix.
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Appendix B2: Difference-in-difference

We consider the simple difference-in-difference as a conventional empir-
ical method for benchmarking against our preferred empirical strategy.
Following our definitions, a treated product is a product that is enlisted
in the CETA, while a treated firm is a firm that exports to Canada at least
one product under CETA. Basic formulations are, for the intensive mar-
gins:

Yut = cu + γt + βD ·Dut + ϵut (B.1)

and for the extensive margin for products:

Pr(Qpt = 1|Xpt = 1) = cu + γt + βD ·Dut + ϵut (B.2)

where Yut represents the total exports of the u-th unit of observation
where u = (p, i) is either a p-th product or an i-th-firm observed at time
t in Canada. Product fixed effects, cp, and time fixed effects, γt, are in-
cluded. The binary variable Dpt is the treatment indicator, while the error
term ϵpt captures stochastic variation. In eq. B.2, we examine the impact
of CETA on the product’s extensive margin of trade with either a linear
probability model (LPM) or a logit, whose dependent variable, Qpt is
equal to one if the product was exported and zero otherwise.
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Table B2.1: Difference-in difference for products and firms

Product-level Firm-level

Intensive Margin Extensive Margin Intensive Margin
(OLS) (LPM) (Logit) (OLS)
Ypt P (Qpt = 1) OR(Qpt = 1) Yit

(1) (2) (3) (4)

ATT 91.63 0.017 1.244 -32.03
(115.1) (0.010) (0.161) (48.52)

Year fixed effects:
t-4 12.95 0.005 1.067 -5.452

(46.53) (0.005) (0.085) (16.65)

t-3 79.97 0.016∗∗ 1.228∗∗ 21.00
(58.09) (0.005) (0.085) (16.65)

t-2 15.83 0.014∗ 1.201∗ -10.05
(62.16) (0.006) (0.087) (25.52)

t-1 89.88 0.033∗∗∗ 1.526∗∗∗ 18.91
(62.61) (0.006) (0.113) (22.83)

t 82.20 0.015 1.219 76.37
(128.9) (0.010) (0.150) (50.76)

constant 1,063.6∗∗∗ 0.550∗∗∗ 291.1∗∗∗

(45.67) (0.004) (16.54)

Product fixed effect YES YES YES NO
Firm fixed effect NO NO NO YES
N. obs. 15,763 31,236 10,980 53,338

Note: We report product-level results in columns 1-3. Column (1) reports results on the
intensive margin expressed in thousands of euros. Columns (2) and (3) report results
on the extensive margin either computed using a Linear Probability model (LPM) or a
logit (Logit). Column (4) reports the results on the intensive margin expressed in thou-
sands of euros. Robust standard errors in parentheses. ∗, ∗∗, ∗∗∗ stand, respectively,
for p < 0.05, p < 0.01, p < 0.001.
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Appendix B3: Prediction accuracy

Different metrics are used to evaluate the prediction accuracy of machine
learning algorithms. Briefly, prediction accuracy metrics compare the
classes predicted by the algorithm with the actual ones.

In the case of continuous outcomes, we can use the following mea-
sures:

• Root-Mean-Square Error (RMSE), which is computed as

RMSE =

⌜⃓⃓⎷NRD∑︂
i=1

(ŷird − yird)2/NRD (B.3)

• Scatter Index (SI), computed as

SI = RMSE/yird ∗ 100 (B.4)

It gives the percentage of expected error for the parameter of inter-
est

• Normalised Root-Mean-Square Error (NRMSE), computed as

NRMSE = RMSE/(Q3− ymin) ∗ 100 (B.5)

it relates the RMSE to the observed range of the variable, thus al-
lowing comparisons with other models
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Appendix C

Supplementary materials
for Chapter 3

Appendix C1: Data

Table C1.1: List of variables

Variable Description

Sales, Number of employ-
ees, Profit Margins, P/L
after tax, Operating revenue
turnover, Working capital,
Long-term debt, Debtors,
Tangible fixed assets, Intan-
gible fixed assets, Financial
Expenditure

Original financial accounts expressed in
euro.

Export intensity Indicator computed as Export revenues/ To-
tal revenues

Continued on next page
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Table C1.1 – continued from previous page

Variable Description

Total Costs Total costs of production, computed as Real
Cost of materials +Real Cost of employees

Profitability Measure of profitability expressing how
much earnings are generated by the firm’s
assets. It is computed as EBITDA/Total As-
sets

NACE rev. 2 A 2-digit industry affiliation following the
European Classification

NUTS 2-digit The region in which the company is located
following the European classification.

TFP It is the Total Factor Productivity of a firm
computed as in Ackerberg et al. (2015).

Size-Age It is a synthetic indicator proposed by Had-
lock and Pierce (2010), computed as (-0.737·
log(total assets) )+(0.043 · log(total assets))2 -
(0.040 · age to catch the non-linear relation-
ship between financial constraints, size and
age.

patents It is a binary variable with value 1 if the
firm possess at least one patent at time t

D(export in t-1) It is a binary variable with value 1 if the
firm reported positive export revenues in t-
1

Pavitt Class Taxonomy which describes a firm’s pat-
terns of technical change. The classification
follows the methodology of Bogliacino and
Pianta (2016), which is based on Nace Rev.2
classification.

Inward FDI It is a binary variable with value 1 if the
firm has foreign headquarters

Outward FDI It is a binary variable with value 1 if the
firm has subsidiaries abroad

Continued on next page
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Table C1.1 – continued from previous page

Variable Description

N.patents Total number of patents owned by the firm
at time t

Corporate Control A binary variable equal to one if a firm be-
longs to a corporate group.

Labour Productivity It is a ratio between value added and num-
ber of employees for the average produc-
tivity of labor services.

Productive Capacity It is an indicator of investment in pro-
ductive capacity computed as Fixed As-
setst/(Fixed Assetst−1+Depreciationt−1)

Capital Adequacy Ratio It is a ratio of Shareholders’ Funds over
Short and Long Term Debts.

Financial Sustainability It is a ratio between Financial Expenses and
Operating Revenues.

Capital Intensity It is a ratio between fixed assets and num-
ber of employees for the choice of factors of
production.

Continued on next page
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Table C1.1 – continued from previous page

Variable Description

Firm Size Size classification sourced from Orbis:

• Very Large: they match at least one of
the following conditions:

– Op. revenue ≥100 million €
– Total assets ≥ 200 million €
– Employees ≥ 1,000
– Listed

• Large: they match at least one of the
following conditions:

– Op. revenue ≥ 10 million €
– Total assets ≥ 20 million €
– Employees ≥ 150
– Not very large

• Medium: when they match at least
one of the following conditions:

– Ope. revenue ≥ 1 million €
– Total assets ≥ 2 million €
– Employees ≥ 15
– Not very large or large

• Small: Residual Class
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Table C1.2: Distribution of firms and export across Pavitt’s classes - Aver-
ages 2010-2018

Pavitt class N. firms N. exporters Export value
(in mln €)

(1) (2) (3)

Scale and information intensive 10,893 3,389 39,535.8
(19.13%) (23.05%) (24.36%)

Science based 3,529 1,575 48,976.90
(6.2%) (10.71%) (30.18%)

Specialised Suppliers 4,924 2,112 39,938.10
(8.65%) (14.36%) (24.61%)

Suppliers dominated 37,609 7,625 33,822.70
(66.03%) (51.87%) (20.84%)

Total 56,954 14,701 162,273.50
(100%) (100%) (100%)

Note: We report in column (1) the distribution of the number of firms in our sam-
ple over the Pavitt classes, while column (2) reports the corresponding number of ex-
porters. Column (3) shows the export value generated by the exporters in each Pavitt’s
class. Note that all numbers are means over the period 2010-2018.

Table C1.3: Firms’ distribution in our sample, accross firm size and Pavitt’s
class

Pavitt’s Class
Size Scale and Inform. Science-based Specialized Suppliers Total
Class Intensive Suppliers Dominated

Small 729 289 381 1,926 3,325
(22.61%) (18.11%) (17.85%) (26.68%) (23.46%)

Medium 1,392 636 987 3,453 6,468
(43.18%) (39.85%) (46.23%) (47.83%) (45.63%)

Large 919 519 652 1,580 3,670
(28.50%) (32.52%) (30.54%) (21.88%) (25.89%)

Very Large 184 152 1,5 261 712
(5.71%) (9.52%) (5.39%) (3.61%) (5.02%)

Total 3,224 1,596 2,135 7,220 14,175
(100%) (100%) (100%) ( 100%) (100%)

Note: The table reports the number of observations in our sample by firm size and
Pavitt’s Class. Each observation refers to a firm i in a time t. Please note that the
sample of firms includes only permanent exporting firms.
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Table C1.4: Firms’ distribution over time in our sample, across export in-
tensity intervals

Export Number of exporters by year
Intensity 2011 2012 2013 2014 2015 2016 2017 2018

[0] 730 494 260 65 600 1,880 2,574 3,416
(0-10] 5,107 5,052 4,993 4,982 4,826 4,278 4,033 3,712
(10-20] 1,458 1,562 1,632 1,636 1,514 1,232 1,109 958
(20-30] 937 957 1036 1,052 1,013 875 764 662
(30-40] 769 768 774 827 718 666 585 518
(40-50] 617 635 642 631 635 544 503 433
(50-60] 465 523 547 596 561 509 450 434
(60-70] 393 423 407 454 443 400 393 348
(70-80] 338 355 410 420 368 338 344 322
(80-90] 304 334 374 381 374 333 325 291
(90-100] 373 390 415 456 443 429 408 393

Total 11,491 11,493 11,490 11,500 11,495 11,484 11,488 11,487

Note: The table reports the number of observations in our sample, categorized by ex-
port intensity for each year. It is important to note that the condition used to iden-
tify permanent exporters introduces attrition effects, which are observable primarily
among firms with sustained exporting behavior earlier in the panel. However, this ap-
proach excludes firms that had intensive export activity prior to 2010 but discontinued
their exports during the observed period, resulting in the loss of information about
such firms in the sample.
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Appendix C2: Alternative Specifications

Table C2.1: Regression models for TFP for different polynomial specifica-
tions of function h(t)

TFP TFP TFP TFP TFP
(1) (2) (3) (4) (5)

Export status in (t-1) 0.0003 -0.0004 -0.0758 -0.0758 -0.0761
(0.0093) (0.0093) (0.0097) (0.0097) (0.0097)

size-age -0.0755*** -0.0757*** -0.3902*** -0.3902*** -0.3901***
(0.0097) (0.0097) (0.007) (0.007) (0.007)

log(n. of employees) -0.3904*** -0.3902*** 0.056*** 0.0561*** 0.0551***
(0.007) (0.007) (0.0235) (0.0235) (0.0235)

patents 0.0556* 0.056* -0.0015* -0.001* -0.0059*
(0.0235) (0.0235) (0.0009) (0.0015) (0.0022)

Constant 11.5359*** 11.5362*** 11.5365*** 11.5363*** 11.5357***
(0.0431) (0.0431) (0.0431) (0.0431) (0.0431)

Polynomial degree h(t) 1 2 3 4 5
firm FE YES YES YES YES YES
year FE YES YES YES YES YES
Exporters Permanent Permanent Permanent Permanent Permanent

(N) 39,365 39,365 39,365 39,365 39,365

Note: In this table we report the results of the model estimated exploring polynomial
degrees from 1 (linear case) up to degree 5.

177



Figure C2.1: Dose-Responde functions - Alternative polynomial specifica-
tions for h(t)

(a) Polynomial degree 1 (b) Polynomial degree 2

(c) Polynomial degree 3 (d) Polynomial degree 4

(e) Polynomial degree 5

Note: In figure we report the estimated dose-response functions when exploring alter-
native polynomial degrees from 1 (linear case) in figure (a) up to degree 5 in figure
(e). Figure (c) corresponds to our baseline, which assumes h(t) to be a polynomial of
degree 3.
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Table C2.2: Regression models for TFP when we restrict to regions at the
border, or including year-industry fixed effects

TFP TFP
(1) (2)

Export status in (t-1) -0.000770 -0.00217
(0.00927) (0.00926)

size-age -0.0758*** -0.0368***
(0.00973) (0.0102)

log(n. of employees) -0.390*** -0.403***
(0.00702) (0.00701)

patents 0.0560* 0.00603
(0.0235) (0.0235)

Constant 11.54*** 11.69***
(0.0431) (0.0447)

Polynomial degree h(t) 3 3
firm FE YES YES
year FE YES YES
industry-year FE NO YES
Exporters Permanent Permanent
Regions at the border all

(N) 39,365 39,365

Note: In this table we report in Column (1) the results of the model estimated consider-
ing only regions at the border with other countries. In Column (2) we report the results
of the model estimated when including industry-year fixed effects, to account for in-
dustry demand shocks.
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Table C2.3: Regression models for TFP in each Pavitt’s class

Pavitt’s class
Dep. Variable: Scale and Science-based Specialised Suppliers
TFP information Suppliers dominated

intensive
(1) (2) (3) (4)

Export status variation in (t-1) 0.00271 -0.01827 0.02064 -0.00192
(0.01458) (0.02415) (0.0207) (0.01052)

size-age -0.09234*** -0.15481*** -0.07524** -0.03059*
(0.01666) (0.02657) (0.0243) (0.01386)

log(n. employees) -0.43643*** -0.16015*** -0.47774*** -0.39757***
(0.01363) (0.01958) (0.0168) (0.00924)

patents 0.10137* 0.17533** 0.07226 -0.01774
(0.04235) (0.05533) (0.04519) (0.0405)

T1 -0.00021 -0.00182 -0.00224 -0.00193
(0.00184) (0.00257) (0.002) (0.00114)

T2 0.00003 0.00005 0.00001 0.00006
(0.00005) (0.00007) (0.00005) (0.00003)

T3 0 0 0 0
(0) (0) (0) (0)

Constant 11.3563*** 11.30115*** 12.31453*** 11.40184***
(0.07917) (0.11442) (0.1074) (0.05853)

Firm FE YES YES YES YES
Time FE YES YES YES YES

(N) 11,189 5,624 6,999 21,262

Note: In this table we report the results of the model estimated considering only TFP
as dependent variables for firms in different Pavitt’s classes. Column (1) reports the re-
sults when we restrict the sample on firms in Information Intensive Industries. Column
(2) considers firms in Science-based industries. Column (3) encompasses Specialised
suppliers. Column (4) considers firms in Supplier-dominated industries.
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Appendix C3: Balancing properties

Table C3.1: Balancing properties in the first quintile of the propensity scores
distribution

Variable Non-exporting firms Exporting firms Mean Difference p-value

Capital Adequacy ratio 0.0478233 0.0992607 0.0514373 0.140609
Total Costs -0.0391964 -0.0083651 0.0308313 0.0012023
Debtors -0.9834542 -0.8484883 0.1349659 0.0006855
Financial sustainability 0.0499566 -0.0037286 -0.0536852 0.0846731
Financial Expenses -0.9486799 -0.9743814 -0.0257014 0.5492343
Intangible Fixed Assets -0.3603464 -0.3342773 0.0260691 0.4697202
Liquidity Ratio 0.2356515 0.3024762 0.0668247 0.1084097
Long-term Debt -0.0916928 -0.1088006 -0.0171078 0.5796993
Number of patents -0.0805088 -0.0664233 0.0140854 0.6691576
Operating Revenue Turnover -0.9565213 -0.8897636 0.0667577 0.0091686
P/L after tax -0.569699 -0.4663116 0.1033875 0.0045169
Productive Capacity -0.263202 -0.2177907 0.0454114 0.1712336
Productivity (Sales/Cost of labour) -0.4595085 -0.3927278 0.0667807 0.0483123
Sales -0.9641981 -0.8863065 0.0778917 0.0018647
Total Fixed Assets -0.6697691 -0.5888728 0.0808963 0.0092368
Corporate Control 0.6297327 0.6056955 0.0240372 0.1450409
Outward FDI 0.0151726 0.0175246 -0.002352 0.5746877
Inward FDI 0.7473552 0.7502738 -0.0029186 0.8439661

Note: The continuous variables presented here were first log-transformed to reduce
distribution skewness, then standardized. Corporate Control, and Outward and In-
ward FDI are, instead, dummies.
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Table C3.2: Balancing properties in the second quintile of the propensity
scores distribution

Variable Non-exporting firms Exporting firms Mean Difference p-value

Capital Adequacy ratio 0.0054539 0.012485 0.0070311 0.8251516
Total Costs 0.1606589 0.1528915 -0.0077674 0.3238497
Debtors -0.2702017 -0.3047257 -0.0345241 0.1468122
Financial sustainability -0.0446837 -0.0325313 0.0121524 0.1922286
Financial Expenses -0.2383152 -0.217643 0.0206722 0.4337163
Intangible Fixed Assets -0.1188371 -0.1369892 -0.0181521 0.6364223
Liquidity Ratio 0.1255534 0.0876092 -0.0379442 0.3239359
Long-term Debt 0.1801679 0.1456325 -0.0345354 0.3129415
Number of patents -0.0579759 -0.0779275 -0.0199516 0.581828
Operating Revenue Turnover -0.4232 -0.4481822 -0.0249822 0.2723033
P/L after tax -0.082888 -0.1128364 -0.0299484 0.4452375
Productive Capacity -0.0640348 -0.0778213 -0.0137864 0.7010942
Productivity (Sales/Cost of labour) -0.2620239 -0.2694638 -0.00744 0.808483
Sales -0.4191883 -0.4367999 -0.0176117 0.4243639
Total Fixed Assets -0.1948795 -0.2168404 -0.021961 0.4119331
Corporate Control 0.7321172 0.7426356 -0.0105184 0.5547833
Outward FDI 0.0120243 0.0108527 0.0011716 0.7889323
Inward FDI 0.7137392 0.6914729 0.0222663 0.2212915

Note: The continuous variables presented here were first log-transformed to reduce
distribution skewness, then standardized. Corporate Control, and Outward and In-
ward FDI are, instead, dummies.
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Table C3.3: Balancing properties in the third quintile of the propensity
scores distribution

Variable Non-exporting firms Exporting firms Mean Difference p-value

Capital Adequacy ratio 0.0326083 -0.0351692 -0.0677774 0.044971
Total Costs 0.2862931 0.2854733 -0.0008198 0.9239882
Debtors 0.0099276 0.0103761 0.0004485 0.9852092
Financial sustainability -0.038968 -0.0289129 0.0100551 0.2313722
Financial Expenses 0.0433301 0.0658479 0.0225177 0.3398062
Intangible Fixed Assets -0.0395498 -0.0014858 0.038064 0.3474805
Liquidity Ratio 0.0126857 -0.0330144 -0.0457001 0.2476719
Long-term Debt 0.0757682 0.1325477 0.0567795 0.1647989
Number of patents -0.1107824 -0.0389347 0.0718477 0.0808081
Operating Revenue Turnover -0.0664031 -0.0744962 -0.0080932 0.7455824
P/L after tax 0.0900972 0.0618761 -0.0282211 0.4826217
Productive Capacity 0.0263213 0.0189148 -0.0074064 0.8540583
Productivity (Sales/Cost of labour) -0.0578487 -0.0841097 -0.026261 0.4715521
Sales -0.0641173 -0.0667743 -0.0026571 0.9126831
Total Fixed Assets 0.0225523 0.016924 -0.0056282 0.84601
Corporate Control 0.8044291 0.8035715 0.0008576 0.9599521
Outward FDI 0.0239114 0.0267857 -0.0028743 0.6628228
Inward FDI 0.6638136 0.6714286 -0.007615 0.7080678

Note: The continuous variables presented here were first log-transformed to reduce
distribution skewness, then standardized. Corporate Control, and Outward and In-
ward FDI are, instead, dummies.
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Table C3.4: Balancing properties in the fourth quintile of the propensity
scores distribution

Variable Non-exporting firms Exporting firms Mean Difference p-value

Capital Adequacy ratio -0.0543732 -0.0728567 -0.0184835 0.5940136
Total Costs 0.4398718 0.4450626 0.0051908 0.5821412
Debtors 0.3995432 0.3728305 -0.0267127 0.3018203
Financial sustainability -0.0288872 -0.0188586 0.0100287 0.3089485
Financial Expenses 0.3132525 0.3545971 0.0413446 0.0811432
Intangible Fixed Assets 0.2432965 0.1559798 -0.0873166 0.0328504
Liquidity Ratio -0.1204858 -0.1499344 -0.0294486 0.4483822
Long-term Debt 0.1309819 0.0762062 -0.0547757 0.2469318
Number of patents 0.0920521 0.0857407 -0.0063114 0.8982341
Operating Revenue Turnover 0.3729968 0.3733916 0.0003949 0.9884719
P/L after tax 0.2773452 0.1788434 -0.0985018 0.0164912
Productive Capacity 0.1298469 0.0930665 -0.0367804 0.4089564
Productivity (Sales/Cost of labour) 0.1904476 0.1668044 -0.0236431 0.5578056
Sales 0.3695436 0.3757902 0.0062466 0.8142005
Total Fixed Assets 0.3009335 0.3095942 0.0086607 0.7798727
Corporate Control 0.8592292 0.8658536 -0.0066244 0.6775059
Outward FDI 0.0768087 0.0833334 -0.0065247 0.5933701
Inward FDI 0.6398242 0.6097561 0.0300681 0.1719705

Note: The continuous variables presented here were first log-transformed to reduce
distribution skewness, then standardized. Corporate Control, and Outward and In-
ward FDI are, instead, dummies.
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Table C3.5: Balancing properties in the fifth quintile of the propensity scores
distribution

Variable Non-exporting firms Exporting firms Mean Difference p-value

Capital Adequacy ratio -0.0710718 -0.08428 -0.0132082 0.7274231
Total Costs 0.7238067 0.7175452 -0.0062616 0.6219979
Debtors 1.050229 1.008561 -0.0416674 0.1931971
Financial sustainability -0.0085866 0.0097217 0.0183083 0.1526769
Financial Expenses 0.8346636 0.8600348 0.0253712 0.3782576
Intangible Fixed Assets 0.4097646 0.4698501 0.0600856 0.1796211
Liquidity Ratio -0.2665044 -0.2918326 -0.0253282 0.5291085
Long-term Debt -0.2757559 -0.1904733 0.0852827 0.1536335
Number of patents 0.3266487 0.2309683 -0.0956804 0.1141916
Operating Revenue Turnover 1.16327 1.157369 -0.0059011 0.8753567
P/L after tax 0.3743626 0.3815901 0.0072275 0.8712255
Productive Capacity 0.1923062 0.1988302 0.006524 0.9091379
Productivity (Sales/Cost of labour) 0.5460696 0.5540954 0.0080258 0.8820421
Sales 1.177033 1.149447 -0.0275861 0.4398547
Total Fixed Assets 0.9107627 0.8618073 -0.0489554 0.1778243
Corporate Control 0.9392187 0.9584352 -0.0192165 0.1071876
Outward FDI 0.2647751 0.2371638 0.0276113 0.2114436
Inward FDI 0.6647617 0.7090465 -0.0442848 0.0610388

Note: The continuous variables presented here were first log-transformed to reduce
distribution skewness, then standardized. Corporate Control, and Outward and In-
ward FDI are, instead, dummies.
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Chiappori, P.-A., Salanié, B., Salanié, F., & Gandhi, A. (2019). From ag-
gregate betting data to individual risk preferences. Econometrica,
87(1), 1–36.

Chipman, H. A., George, E. I., McCulloch, R. E., et al. (2010). Bart: Bayesian
additive regression trees. The Annals of Applied Statistics, 4(1),
266–298.

Chor, D., & Manova, K. (2012). Off the cliff and back? credit conditions
and international trade during the global financial crisis [Sympo-
sium on the Global Dimensions of the Financial Crisis]. Journal
of International Economics, 87(1), 117–133.

Clerides, S. K., Lach, S., & Tybout, J. R. (1998). Is learning by exporting
important? micro-dynamic evidence from colombia, mexico, and
morocco. The Quarterly Journal of Economics, 113(3), 903–947.

Cravino, J., & Levchenko, A. A. (2016). Multinational Firms and Inter-
national Business Cycle Transmission*. The Quarterly Journal of
Economics, 132(2), 921–962.

Crespi, G., Criscuolo, C., & Haskel, J. (2008). Productivity, exporting,
and the learning-by-exporting hypothesis: Direct evidence from
uk firms. The Canadian Journal of Economics / Revue canadienne
d’Economique, 41(2), 619–638.

Crowley, M., & Han, L. (2022, July). The pro-competitive effects of trade
agreements.

Crozet, M., Head, K., & Mayer, T. (2012). Quality sorting and trade: Firm-
level evidence for french wine. The Review of Economic Studies,
79(2), 609–644.

De Chaisemartin, C., & d’Haultfoeuille, X. (2023). Two-way fixed effects
and differences-in-differences with heterogeneous treatment ef-
fects: A survey. The Econometrics Journal, 26(3), C1–C30.

De Loecker, J. (2007). Do exports generate higher productivity? evidence
from slovenia. Journal of international economics, 73(1), 69–98.

194



De Loecker, J. (2013). Detecting learning by exporting. American Economic
Journal: Microeconomics, 5(3), 1–21.

De Loecker, J., & Warzynski, F. (2012). Markups and firm-level export
status. American Economic Review, 102(6), 2437–71.

Del Prete, D., & Rungi, A. (2017). Organizing the global value chain: A
firm-level test. Journal of International Economics, 109, 16–30.

Del Prete, D., & Rungi, A. (2018). The smile curve at the firm level: Where
value is added along supply chains. Economics Letters, 164, 38–42.

Delgado, M. A., Farinas, J. C., & Ruano, S. (2002). Firm productivity and
export markets: A non-parametric approach. Journal of interna-
tional Economics, 57(2), 397–422.

Deryugina, T., Heutel, G., Miller, N. H., Molitor, D., & Reif, J. (2019).
The mortality and medical costs of air pollution: Evidence from
changes in wind direction. American Economic Review, 109(12),
4178–4219. https://doi.org/10.1257/aer.20180279

D’Haultfœuille, X., Hoderlein, S., & Sasaki, Y. (2023). Nonparametric difference-
in-differences in repeated cross-sections with continuous treat-
ments. Journal of Econometrics, 234(2), 664–690.

Dhingra, S. (2013). Trading away wide brands for cheap brands. American
Economic Review, 103(6), 2554–84.

Dhyne, E., Ludwig, P., & Vandenbussche, H. (2023). Export entry and net-
work interactions: Evidence from the belgian production network (tech.
rep.). National Bank of Belgium.

Dobbie, W., Liberman, A., Paravisini, D., & Pathania, V. (2021). Measur-
ing bias in consumer lending. The Review of Economic Studies,
88(6), 2799–2832.

Dubé, J.-P., & Misra, S. (2023). Personalized pricing and consumer wel-
fare. Journal of Political Economy, 131(1), 131–189.

Eaton, J., & Fieler, A. C. (2019). The margins of trade (tech. rep.). National
Bureau of Economic Research.

Eaton, J., & Kortum, S. (2002). Technology, geography, and trade. Econo-
metrica, 70(5), 1741–1779.

195

https://doi.org/10.1257/aer.20180279


Eaton, J., Kortum, S., & Kramarz, F. (2004). Dissecting trade: Firms, indus-
tries, and export destinations. American Economic Review, 94(2),
150–154.

Eaton, J., Kortum, S., & Kramarz, F. (2011). An anatomy of international
trade: Evidence from french firms. Econometrica, 79(5), 1453–1498.

Eaton, J., Kortum, S. S., & Sotelo, S. (2012). International trade: Linking mi-
cro and macro (tech. rep.). National bureau of economic research.

Eckel, C., & Neary, J. P. (2010). Multi-product firms and flexible manu-
facturing in the global economy. The Review of Economic Studies,
77(1), 188–217.

Egger, P. H., & Tarlea, F. (2021). Comparing apples to apples: Estimat-
ing consistent partial effects of preferential economic integration
agreements. Economica, 88(350), 456–473.

Ellison, G., & Glaeser, E. (1997). Geographic concentration in u.s. man-
ufacturing industries: A dartboard approach. Journal of Political
Economy, 105(5), 889–927.

Elmes, M. B., & Kasouf, C. j. (1995). Knowledge workers and organi-
zational learning: Narratives from biotechnology. Management
Learning, 26(4), 403–422.

Esposito, F. (2022). Demand risk and diversification through international
trade. Journal of International Economics, 135, 103562.

Fazzari, S. M., Hubbard, R. G., & Petersen, B. C. (1988). Financing Con-
straints and Corporate Investment. Brookings Papers on Economic
Activity, 19(1), 141–206.

Feenstra, R., & Ma, H. (2007). Optimal choice of product scope for multi-
product firms under monopolistic competition (tech. rep.). National
Bureau of Economic Research.

Feenstra, R. C., Markusen, J. R., & Rose, A. K. (2001). Using the grav-
ity equation to differentiate among alternative theories of trade.
Canadian Journal of Economics/Revue canadienne d’économique, 34(2),
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Mrázová, M., & Neary, J. P. (2017). Not so demanding: Demand struc-
ture and firm behavior. American Economic Review, 107(12), 3835–
3874.

Mullainathan, S., & Spiess, J. (2017). Machine learning: An applied econo-
metric approach. Journal of Economic Perspectives, 31(2), 87–106.

Munch, J. R., & Skaksen, J. R. (2008). Human capital and wages in export-
ing firms. Journal of International Economics, 75(2), 363–372.

Nagengast, A., & Yotov, Y. V. (2024). Staggered difference-in-differences
in gravity settings: Revisiting the effects of trade agreements.
American Economic Journal: Applied Economics.

Nickell, S., & Nicolitsas, D. (1999). How does financial pressure affect
firms? European Economic Review, 43(8), 1435–1456.

Parenti, M. (2018). Large and small firms in a global market: David vs.
goliath. Journal of International Economics, 110, 103–118.

Pavitt, K. (1984). Sectoral patterns of technical change: Towards a taxon-
omy and a theory. Research policy, 13(6), 343–373.

202



Pla-Barber, J., & Alegre, J. (2007). Analysing the link between export in-
tensity, innovation and firm size in a science-based industry. In-
ternational business review, 16(3), 275–293.

Qiu, L. D., & Zhou, W. (2013). Multiproduct firms and scope adjustment
in globalization. Journal of International Economics, 91(1), 142–153.

Reis, J. G., Wagle, S., & Farole, T. (2010). Analyzing trade competitiveness :
A diagnostics approach. The World Bank.

Renner, P., & Schmedders, K. (2015). A polynomial optimization approach
to principal–agent problems. Econometrica, 83(2), 729–769.

Richardson, J. (1971a). Constant-market-shares analysis of export growth.
Journal of International Economics, 1(2), 227–239.

Richardson, J. (1971b). Some sensitivity tests for a ”constant-market-shares”
analysis of export growth. The Review of Economics and Statistics,
53(3), 300–304.

Rivera-Batiz, L. A., & Romer, P. M. (1991). International trade with en-
dogenous technological change. European Economic Review, 35(4),
971–1001.

Roberts, M. J., & Tybout, J. R. (1995). An empirical model of sunk costs and
the decision to export (Vol. 1436). World Bank Publications.

Roberts, M. J., & Tybout, J. R. (1997). The decision to export in colom-
bia: An empirical model of entry with sunk costs. The American
Economic Review, 87(4), 545–564.

Romer, P. (1994). New goods, old theory, and the welfare costs of trade
restrictions. Journal of Development Economics, 43(1), 5–38.

Rubin, D. B. (2005). Causal inference using potential outcomes. Journal of
the American Statistical Association, 100(469), 322–331.

Schmeiser, K. N. (2012). Learning to export: Export growth and the desti-
nation decision of firms. Journal of International Economics, 87(1),
89–97.

Shu, P., & Steinwender, C. (2019). The impact of trade liberalization on
firm productivity and innovation. Innovation Policy and the Econ-
omy, 19(1), 39–68.

203



Soloaga, I., & Wintersb, L. A. (2001). Regionalism in the nineties: What
effect on trade? The North American Journal of Economics and Fi-
nance, 12(1), 1–29.

Syverson, C. (2011). What determines productivity? Journal of Economic
literature, 49(2), 326–365.

Tybout, J. R. (2000). Manufacturing firms in developing countries: How
well do they do, and why? Journal of Economic literature, 38(1),
11–44.

Uddin, M. S. (2021). Machine learning in credit risk modeling: Empiri-
cal application of neural network approaches. The Fourth Indus-
trial Revolution: Implementation of Artificial Intelligence for Growing
Business Success, 417–435.

Van Biesebroeck, J. (2005). Exporting raises productivity in sub-saharan
african manufacturing firms. Journal of International economics, 67(2),
373–391.

Van Biesebroeck, J., Konings, J., & Volpe Martincus, C. (2016). Did export
promotion help firms weather the crisis? Economic Policy, 31(88),
653–702.

Viner, J. (1950). The customs union issue. Carnegie Endowment for Inter-
national Peace, New York.

Volpe Martincus, C., & Carballo, J. (2008). Is export promotion effec-
tive in developing countries? firm-level evidence on the inten-
sive and the extensive margins of exports. Journal of International
Economics, 76(1), 89–106.

Volpe Martincus, C., & Carballo, J. (2010a). Export promotion: Bundled
services work better. The World Economy, 33(12), 1718–1756.

Volpe Martincus, C., & Carballo, J. (2010b). Entering new country and
product markets: does export promotion help? Review of World
Economics, 146(3), 437–467.

Volpe Martincus, C., Estevadeordal, A., Gallo, A., & Luna, J. (2010). Infor-
mation barriers, export promotion institutions, and the extensive
margin of trade. Review of World Economics, 146(1), 91–111.

204



Wager, S., & Athey, S. (2018). Estimation and inference of heterogeneous
treatment effects using random forests. Journal of the American
Statistical Association, 113(523), 1228–1242.

Wagner, J. (2007). Exports and productivity: A survey of the evidence
from firm-level data. World economy, 30(1), 60–82.

Wang, F., Milner, C., & Scheffel, J. (2022). Export destination and the
skill premium: Evidence from chinese manufacturing industries.
Canadian Journal of Economics/Revue canadienne d’économique, 55(2),
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