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Abstract

During the continuous development of science and technol-
ogy, optimization plays a tremendous role in improving our
resources without compromising the quality of performance.

This thesis work investigates the application of the phase-
field method for fracture (PFF) in brittle materials, focusing
on the understanding of the influence of the model parame-
ters, both for the isotropic and the anisotropic cases, in cap-
turing the mechanical response of experimental results. For
the PFF isotropic case, an experimental investigation was car-
ried out on an ABS co-polymers. A MATLAB-based algo-
rithm combining particle swarm optimization (PSO) with PFF
has been utilized to determine optimal values of Young’s mod-
ulus (E), fracture toughness (Gc), and the PFF internal length
scale (lc) through uni-axial tensile and three-point bending
tests. To understand the potential of bio-polymers in vari-
ous industrial applications, 3D printed PLA materials were
fabricated via fusion deposition modeling, and due to their
anisotropic behavior, an anisotropic PFF approach was ex-
ploited. A metaheuristic machine learning algorithm coupled
with PFF demonstrates robustness in estimating fracture pa-
rameters (Gc, lc, β) and a strong influence of β the penalty
parameter on the predicted force-displacement curves.

The thesis examine also the critical issue of delamination at
internal interfaces/adhesive joints and internal cracks in com-
posite and multi-material components, which can lead to catas-
trophic failures. Existing structural topology optimization
(TO) methods typically assumes perfect bonding, which urges
the development of approaches that explicitly optimize struc-

xxi



tures against delamination. The proposed data-driven heuris-
tic optimization strategy has been applied to identify optimal
cohesive interface properties with linear grading, enhancing
the composite structure’s resistance to peeling. Additionally,
it explored the application of the Solid Isotropic Material with
Penalty (SIMP) topology optimization approach to optimize
substrate internal structures affected by interface delamina-
tion.

The integration of a phase-field for fracture (PFF) approach
with TO has been highlighted as a robust mathematical frame-
work to mitigate crack progression in structures compromised
by initial damage under operational loads. Employing the
SIMP technique and optimality criteria (OC) method, the re-
search validated its effectiveness through numerical exam-
ples, demonstrating potential improvements in fracture re-
sistance for damaged structures crucial in aerospace, marine,
automotive, and civil engineering industries.
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Chapter 1

Introduction

Chapter 1 is partially based on the content of publications [1, 2] and arti-
cle in press [3].

1.1 Recent advancement in computational frac-
ture mechanics

The phase field approach to fracture is an emerging computational tech-
nique for simulating complex crack paths in solids and structures. The
development of numerical methods within the Finite Element Analysis
(FEA) to predict fracture onset, propagation, and branching in materials
and structures has been the subject of intensive research since the 1970s.
Those methods are requested to tackle technical problems that analytical
techniques cannot address. In this regard, the Cornell Fracture Group
[4] developed FEA software based on linear elastic fracture mechanics
(LEFM). These methods included inserting singular finite elements at the
crack tip to approximate the singular stress field and compute the stress-
intensity factors according to the displacement correlation technique or
the J-integral method. Although efficient for 2D problems, the extension
of the methodology to 3D geometries, also with multiple materials, is
quite complex since the theoretical definition of the generalized stress-
intensity factors and the implementation of the related computational
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procedures require a significant effort [5].
Alternatively, Continuum Damage Mechanics (CDM) models account-

ing for a smeared crack representation [6] can address both crack nucle-
ation and propagation stages. To avoid mesh dependency of local dam-
age formulations, integral-based nonlocal and gradient-enhanced proce-
dures have been proposed [7, 8, 9, 10, 11]. Moreover, extended FE strate-
gies with nodal kinematic enrichment (extended-FEM, X-FEM) that rely
on Partition of Unity Methods (PUM) [12, 13, 14] and element enrichment
formulations (enhanced-FEM, E-FEM) [15, 16, 17, 18] have also seen a
considerable development. These methods present limitations for sim-
ulating complex failure modes that require predicting crack initiation,
propagation, branching, and coalescence from multiple points.

In this regard, the phase field (PF) approach to fracture proposed
in [19] based on Γ−convergence [20] presents several advantages. The
above approach incorporates a non-local formulation that can retrieve
the classical energy-based Griffith criterion [21] as a limit case when the
internal length scale of the model tends to zero. Significant progress has
been made regarding the numerical implementation of the phase field
approach to fracture in FEA codes, see e.g. [22, 23, 24]. This methodol-
ogy appears to be very promising in reproducing not only the limit case
of LEFM but also diffuse damage scenarios depending on the choice of
the model parameters.

1.2 Importance of phase-field fracture parame-
ters

The phase field fracture parameters play a significant role in predicting
crack growth and direction and mechanical response of the structure
quantitatively. The phase field methodology described in Section 2.2.1
has been tested in relation to real experiments on brittle PMMA samples
with notches and holes in [25]. Results have shown that the phase field
approach to fracture can closely reproduce the experimental results not
only in terms of the crack pattern but also in terms of force displacement
and local stress measures. In [25], parameters’ identification for each
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type of simulated test was conducted manually. Still, preliminary results
showed significant concerns, especially for the popular AT2 phase field
model (see [26]). Specifically, the internal length scale of the phase field
approach was quite a complex parameter to be identified.

The value of the peak traction in a simulated uni-axial tensile test
is affected by the choice of the internal length scale of the phase field
model. A possible correlation between material strength (σc) and the in-
ternal length scale (lc) can be formally established, see [26], which has led
to the wide belief that lc estimated from uni-axial tensile tests can be con-
sistently valid also for any other geometry and loading conditions. This
belief has been questioned in [25], where manual identification of the in-
ternal length scale for all the conducted tests on PMMA samples with
different geometry and loading conditions has shown that, especially for
the AT2 model, it is not possible to use the value of the uni-axial ten-
sile tests to reproduce all the experimental trends accurately. This mo-
tivates the need to develop a robust identification procedure to extract
the optimal value of the internal length scale directly from experimental
results. In the literature, [27] applied the Bayesian approach to estimate
the phase field model’s bulk and shear moduli, tensile strength, and frac-
ture toughness to match the three-point bending test experimental result
data. In the above work, to calculate the internal length scale parameter,
an expression for the uni-axial case mentioned in [26] is used, and no
information about how to choose the internal length scale parameter for
the phase field model if there is a change in geometry and loading condi-
tion. Thus, an automatic identification procedure is required and can be
applied to evaluate the internal length scale parameter of the phase field
model directly from the experimental data for conditions different from
the uni-axial tensile tests.

Therefore, in Section 3.2, we propose a robust material parameters’
identification procedure for the phase field approach to fracture based
on Particle Swarm Optimization (PSO). This heuristic approach has been
demonstrated to be extremely robust in the case of mechanical problems
involving multiple nonlinearities, as shown in [28], such as plasticity and
cohesive fracture. Therefore it is considered an excellent candidate also
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for phase field diffuse damage.

1.3 Machine learning perspective to anisotropic
phase-field models for fracture

Over the past years, additive manufacturing (AM), also known as 3D
printing, has become a very popular field and revolutionized the manu-
facturing industry with supremacy over conventional processes in creat-
ing complex structures [29, 30] with polymers, ceramics, metals, and also
composites materials. AM played a significant role in Industry 4.0 by
reducing material wastage and promoting a sustainable, cleaner produc-
tion process, a subject of interest in academia and industry [31]. In this re-
gard, different types of additive manufacturing techniques and methods
developed and successfully implemented at the industry level such as se-
lective laser melting (SLM) [32], selective laser sintering (SLS) [33], fused
filament fabrication (FFF) [34], fused deposition modeling (FDM) [35],
direct energy deposition (DED)[36] etc. Among the above-mentioned
methods, FDM has mostly adopted technique [37] in the engineering
field because the components produced by the FDM process [38] are
maintained of high quality with excellent retention of mechanical prop-
erties and also maintain good dimensional accuracy with repeatability.
FDM works on the layer-by-layer concept in which the 3D-printed ma-
terial is extruded from a nozzle tip in a semi-solid state, deposited on
a substrate, and then allowed to solidify, resulting in a solid 3D-printed
part.

The mechanical strength behavior of various 3D printed polymer ma-
terials available in the market like acrylonitrile butadiene styrene (ABS),
polylactic acid (PLA), polycarbonate (PC), polyethylene terephthalate gly-
col (PETG), and polyamide (PA) are studied [39, 40, 41, 42]. Out of
the polymers mentioned above, the strength and fracture analysis of 3D
printed PLA material has been investigated widely since it is eco-friendly
and biodegradable. PLA can also be blended with other materials to ac-
celerate the degradation [43, 44] and serve automobiles [45], biomedical
applications [46, 47], etc. 3D printed material using the FDM method

4



is best suitable for bio-degradable materials [48]. The printing process
parameters such as raster orientation, layer thickness, printing speed,
and extruded temperature, to name a few, are to be set optimum [49]
and should be maintained consistently throughout the printing process.
During the experimental testing investigation; it was found that the pro-
cess parameters of 3D printed PLA parts by FDM process strongly affect
the mechanical and fracture strength [50, 42, 48, 51]. Even the mechan-
ical behavior of 3D printing material changes by altering the printing
orientation [52]. This motivates the study of the mechanical and fracture
strength of PLA materials concerning particular printing process param-
eters and, in general, the numerical investigation of the anisotropic be-
havior of materials.

In Section 5.2.1 we conducted two experimental tests on 3D-printed
PLA materials. Experimental tensile tests are conducted as per ASTM
standards [53] to investigate the mechanical properties [54] such as Young’s
modulus E, maximum tensile strength σmax. The single edge notch bend-
ing (SENB) experimental tests are conducted as per ASTM standard [55]
to investigate the fracture toughness GC of the material [56, 57]. The
printing process parameters are set consistently to prepare both testing
3D printed samples. Since the PLA material in the 3D printed process is
deposited layer-by-layer therefore, the material might exhibit anisotropic
behavior [49, 58]. Material properties obtained from the above tests are
susceptible to 3D printing process parameters, and there might be a pos-
sibility of reduction in strength by over 50 % than manufactured by injec-
tion molding process [59]. The numerical finite element analysis (FEA)
based on the phase field for fracture (PFF) method described in Section
2.2.3 proposed by [60] is implemented in Section 5.2.2. The anisotropic
PFF closely imitates the fracture behavior of 3D-printed PLA materials.

Since 3D printed materials experience anisotropic behavior, therefore
anisotropic structural tensor ω should be incorporated in the crack sur-
face density function term [61, 62] of phase field formulation [60]. The
anisotropic tensor term contributes to the directionality of the crack evo-
lution and consists of penalty parameter β that significantly influences
the crack orientation [63] during crack propagation. Several researchers
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[64, 65, 63, 66] studied the crack propagation phenomenon exploiting
anisotropic phase field for fracture numerical models. To the best of
the author’s knowledge, the crack path due to anisotropic behavior has
been studied intensively. However, how the effect of penalty parameter
β influences the global force-displacement response of the experimental
results is an open question yet to be investigated. In Section 5.2.2, the
author analyzed the effect of this value β by using a parameter identi-
fication procedure using the inverse method to match the target force-
displacement curve to a numerically simulated response. The material
parameters E, GC , β, lC are identified by minimizing the user-defined
cost function. In the literature, particle swarm optimization (PSO)[67]
algorithm is applied to fracture[68] and interface [69] problems to iden-
tify respective parameters. The question arises of which metaheuristic
optimization algorithm best suits fracture parameter identification prob-
lems. In this direction, Section 3.1 explored evolutionary machine learn-
ing algorithms (MLA) such as PSO [70, 67], PSO-GA [71], ABC-PSO[72,
73], CS[74], TLBO [75], and EJAYA[76, 77] are applied to isotropic PFF
(β = 0) test problems. In Section 3.3, all metaheuristics algorithms are
compared to find the best efficient algorithm in identifying phase-field
fracture mechanics parameters. After that, the best algorithm obtained
was applied to the proposed combined approach PFF-MLA to determine
the effect of penalty parameter β in identifying target input fracture me-
chanics parameters.

1.4 Investigation on the strength of bonded co-
hesive interfaces

Material components are often bonded together by adhesive materials,
and they play a major role in determining the strength of the whole
assembly for aerospace, automobile, fashion industry, and many other
industrial sectors. Peeling tests are routinely performed to assess the
quality of bonding and determine the adhesive properties requested to
withstand applied loading. The peeling test gives in output the peel-
ing force required to delaminate a deformable layer/film from the sub-
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strate. As compared to a fully bonded interface where the continuity of
tractions and displacements is guaranteed at the material discontinuity,
the response of an adhesive interface evolves during debonding, with
a progressive separation and tractions that are nonlinearly function of
the displacement discontinuities [78, 79]. The expression of the traction-
separation relation is usually called cohesive zone model (CZM), see [80,
81, 82, 83, 84, 85] for some relevant examples and functional relations.

Analytical solutions for peeling tests addressing the mixed-mode de-
formation problems have been notably derived in [86, 87, 88]. Other rele-
vant contributions towards the understanding of the mechanics and fail-
ure of cohesive interfaces in statics and dynamics, among the many pub-
lished in the literature, are those in [89, 90, 91, 92, 93]. In terms of com-
putational methods, the CZM for adhesive interfaces can be efficiently
implemented within the finite element method (FEM) according to an
intrinsic approach, duplicating the nodes of finite elements sharing an
interface and inserting zero-thickness interface finite elements along the
adhesive interface. In case of non-conforming meshes, node-to-segment
interface elements can be considered as well, as shown in [94]. The
method is robust in handling non-linear problems using a full-implicit
Newton-Raphson incremental-iterative scheme.

In this thesis, the exponential CZM formulation in [82] is adopted
to describe the nonlinear response of an adhesive joining a bi-material
system which may undergo delamination as mentioned in Section 2.4.1.
Instead of setting all the parameters of the CZM, which are the peak trac-
tions in Mode I and Mode II, and the critical normal and tangential gaps
for complete decohesion (or, analogously, the Mode I and the Mode II
fracture energies which are functions of the above parameters), we ex-
plore here the possibility to identify optimal properties of the interface
to preserve the response of the composite even in presence of evolving
debonded regions. Specifically, the possibility of a functionally graded
interface with a linear variation of fracture energy along the interface
coordinate is explored, motivated by the fact that such kind of interfaces
could be technologically manufactured by acting on their microstructure,
for instance by varying the geometry and/or the density of mushroom
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micro-pillars in Gecko’s bio-inspired adhesives [95, 96, 97, 98, 99, 100].
The main objective is assessed in Section 2.5 to estimate the potential of
such functionally graded interfaces in withstanding debonding, to make
the composite material delamination-tolerant.

Therefore, the material parameter identification of the CZM parame-
ters becomes an inverse problem. To solve it, non-gradient-based algo-
rithms which can be included within a category of data-driven approaches
are genetic algorithms [101]: particle swarm optimization [102], Cuckoo
search algorithm [103], evolutionary algorithms [104], teaching and learn-
ing based algorithm [105], to name a few. In the literature, data-driven
machine learning models [106, 107, 108, 109] have been employed to
gain insights into the traction-separation relationship and the underly-
ing physics of interface problems. Several researchers [110, 111, 112,
113] worked on non-gradient optimization models for inverse parame-
ter identification of cohesive zone interface properties. In Section 3.2.3,
the particle swarm optimization (PSO) algorithm is employed since it
has already been proven to be efficient for non-convex, strongly nonlin-
ear problems in the context of plasticity and cohesive fracture [28] and
for material identification problems in phase field fracture [1].

1.5 Damage tolerant structures to improve frac-
ture resistance

Over the past years, engineering product design tools paved a novel
approach to additive manufacturing [114, 115] using 3D printing tech-
nology [116]. The mentioned technology creates a complex lightweight
structure by topology optimization (TO) approach without violating hu-
man requirements, less impacting the economy and environment. Vir-
tual prototyping [117, 118] extends further development to visualize struc-
ture before manufacturing the product. In this line of research to create
such structures, topology optimization is the powerful numerical opti-
mization technique that attracted researchers and scientists to study fur-
ther materials in general and engineering structures in particular. The
foundation of the TO approach was laid down by Bendsøe and Kikuchi,
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which is based on the homogenization method [119]. From then on,
several TO methods evolved such as density-based Solid Isotropic Ma-
terial with Penalization (SIMP) [120], evolutionary structural optimiza-
tion (ESO) [104, 121], bidirectional evolutionary structural optimization
(BESO) [122, 123], level-set [124] e.t.c., to name a few. These TO meth-
ods have been extensively used in engineering design to determine the
most efficient material layout within a given design space for a given set
of loads, boundary conditions, and constraints to maximize the system’s
performance. This versatile tool has undergone thorough investigation
and utilization across various fields, encompassing designs with geomet-
ric nonlinearity [125], materials with elastoplastic properties[126, 127],
structures influenced by thermal elasticity[128], and, most significantly,
in the topology optimization of structures affected by cracking [129]. The
utilization of topology optimization in enhancing structure fracture resis-
tance represents a dynamic and growing area of study. It opens up in-
novative opportunities for creating more robust, lighter structures than
traditional designs. TO applied to fracture materials has significant po-
tential for ongoing research and advancements in structural engineering.

We examine the well-known phase-field for fracture (PFF) method to
comprehend structural fractures. The phase field (PF) approach to frac-
ture simulation, introduced by Francfort and Marigo [130] and further
developed by Bourdin[131], perfectly aligns with the principles of brit-
tle fracture, employing variational techniques that focus on minimizing
energy [132]. The robust numerical implementation of the PFF by Miehe
[23] is renowned for its computational efficiency in managing intricate
crack patterns. The phase field method has several advantages over tra-
ditional fracture mechanics approaches [133, 134, 135, 136, 137]. It can
naturally handle complex crack patterns, including branching and merg-
ing, and does not require remeshing as the crack evolves. This makes
it suitable for simulating fracture in heterogeneous materials [138] and
complex geometries [139]. Recent advancements in phase field model-
ing have extended its application to various materials and loading condi-
tions, including brittle [140, 141], ductile [142, 143], polymers [1], ceram-
ics [144] and fatigue fracture [145, 146, 147]. The PF method’s flexibility
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and robustness make it a powerful tool for predicting material failure
and designing structures with improved fracture resistance using TO.

The fundamental aim of TO is to enhance the material’s resistance to
crack initiation and propagation. This involves designing materials or
structures that can withstand significant stress and strain without fail-
ing. The final outcome of the TO process is typically targeted to improve
the material’s mechanical properties, such as toughness, strength, stiff-
ness, etc. It may also involve the design of microstructural features [148,
149] that can help to prevent or delay the onset of fracture. Recent de-
velopments in TO methods applied to fracture resistance structures in-
vestigated complex physical phenomena such as plasticity [150], dam-
age mechanics [151], composite structures [152, 153], functional graded
materials [154] as well as the explicit modeling of dynamic crack propa-
gation [155, 156]. These advancements have opened up new possibilities
for designing strong materials capable of energy dissipation and crack
growth resistance. We believes that topology optimization of structural
material with initial induced damage due to a certain load to resist crack
growth is an unexplored area of research.

Therefore, in Section 4.3, we proposed a combined PFF-TO method
to find the TO of already damaged structures. The PFF approach is ini-
tially applied on an intact structure(without damage) up to a certain load
called a service load. It leads to some damage to the structure. Then, the
TO approach is applied to the initial damage configuration, quantifying
how the material is distributed to such an initial damage in the structure.
Finally, the PFF approach is applied to the optimized structure to assess
how the internal material arrangement delays crack propagation in im-
proving mechanical properties. There are numerous TO methods avail-
able in the literature to tackle fracture problems. For example, topology
optimization (TO) employing the Solid Isotropic Material with Penaliza-
tion (SIMP) method has been integrated with the phase field fracture
(PFF) approach [157, 153, 155, 158] to monitor crack propagation. In cer-
tain studies, the PFF method has been substituted with the peridynamics
(PD) approach [159, 160], extended finite element method(X-FEM) [161]
to study the crack resistance in the structure. Alternatively, the level-set
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method [162] and BESO [152, 163, 156] are incorporated through inte-
gration with PFF to develop structures resistant to cracking. In the afore-
mentioned studies, the design variables of the structure are updated dur-
ing the topology optimization (TO) process using either the optimality
criteria (OC) method [164] or the method of moving asymptotes (MMA)
[165]. In Section 4.5, we employed the TO method based on the SIMP
approach [164] and worked on test problems to maximize the structure’s
stiffness to a pre-defined material volume fraction.

The second objective of the Section 1.5 is to assess the possibility to
make a bi-material component with an imperfect adhesive interface tol-
erant to interfacial defects by acting on the optimization of the topology
of the surrounding continuum. Topology optimization is carried out for
this class of inverse problems based on physics-based simulated data.
Relevant publications on topology optimization (TO) used in simpler
contexts without fracture are [166, 167, 168, 169]. The technique is usu-
ally applied to design lightweight structures preserving the mechanical
response [170]. The Optimality Criteria (OC) [171] are employed here
to solve the topology evolution of structural problems within the de-
sign constraints. In recent research, TO has been effectively applied to
enhance the toughness of heterogeneous adhesive films [172] by strate-
gically arranging stiff and soft material blocks and in the other work ex-
ploring functionally graded materials in the context of phase-field frac-
ture [173].

In Section 4.2, we seek topology optimization of the substrate corre-
sponding to a certain portion of the deformable layer peeled off. The
interface response is described by a linearly graded CZM, as analyzed in
Section 2.5.1. The substrate stiffness is considered an objective function
with volume constraints. The sensitivity analysis of the objective func-
tion with respect to the design variable is carried out, and the OC method
is applied to evolve the design variable with design iterations until the
user-defined condition is met. Finally, the optimized substrate topology
is determined. The evolution of the optimal substrate topology patterns
for different amounts of interface delamination is also investigated to as-
sess the robustness of the identified topology under perturbations in the
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extent of the onset of delamination.

1.6 Research Objectives

The AT-2 phase-field model for fracture is a popular method for simu-
lating crack propagation in materials due to its ability to smoothly rep-
resent crack surfaces, maintain thermodynamic consistency, and handle
complex geometries and diffuse damage without explicit crack tracking
or specialized techniques. However, the model also has several lim-
itations, including high computational costs due to mesh dependency,
sensitivity to fracture parameter selection, lack of inherent control over
crack directionality. Additionally, it may struggle with accurately captur-
ing complex crack interactions and requires higher-order discretization
schemes to avoid numerical artifacts. Despite its strengths in robustness
and flexibility, these weaknesses necessitate careful management of com-
putational resources and fracture model parameters. In this direction
the primary objectives of this thesis is to investigate numerical fracture
models in brittle materials to gain a deeper understanding of how model
parameters affect the mechanical behavior of structures, with a focus on
accurately replicating experimental outcomes, including crack patterns,
delamination fractures, and force-displacement responses. Additionally,
the thesis explores structural topology optimization for enhancing mate-
rial resistance to fracture and delamination in interface structures. The
detailed research objectives are outlined below
Objective 1:

The phase-field method for fracture has been tested on isotropic brit-
tle materials in the literature with notches and holes, demonstrating its
ability to accurately reproduce experimental results in terms of crack pat-
terns, force displacement, and local stress measures. However, manual
parameter identification, particularly for the AT2 phase-field model, re-
vealed challenges in determining the internal length scale parameter (lc),
which is influenced by geometry and loading conditions. Traditional
approaches using fracture parameters from uniaxial tensile tests are not
universally applicable to other geometrical and loading conditions, high-
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lighting the need for a more robust identification procedure for varying
geometry and loading conditions. This study achieves the objective by
proposing the implementation of Particle Swarm Optimization (PSO) for
the automated and accurate material parameter identification in phase-
field models, which are well-suited for capturing diffuse damage in com-
plex mechanical problems.

On the other hand researchers in the literature has extensively stud-
ied crack propagation using anisotropic phase-field fracture models. The
specific impact of the penalty parameter β on the mechanical response
has not been thoroughly investigated. To address the research gap, this
study utilizes an inverse parameter identification procedure integrated
with a phase-field fracture (PFF) model and evolutionary machine learn-
ing algorithms (MLAs) such as Particle Swarm Optimization (PSO) to
accurately identify fracture parameters. The outcome of this work deter-
mines β value needs to be properly investigated for good prediction of
quantitative results in addition to qualitative analysis of the crack path.

Objective 2:

In this objective, the research gap lies in the challenge of accurately
identifying the optimal cohesive zone model (CZM) parameters for ad-
hesive joints in bi-material systems, particularly under conditions of evolv-
ing debonded regions. Traditional methods for setting CZM parameters,
such as peak tractions in Mode I and Mode II, and critical gaps for deco-
hesion, do not fully address the complexities of functionally graded in-
terfaces that can enhance delamination resistance. Existing approaches
often overlook the potential of interfaces with graded fracture energy
profiles, which can be technologically realized through microstructural
variations, such as those inspired by Gecko’s bio-adhesives. To bridge
this gap, the study proposes an inverse problem formulation for the iden-
tification of CZM parameters using non-gradient-based optimization al-
gorithms, specifically the Particle Swarm Optimization (PSO) technique.
PSO is chosen for its robustness in avoiding local minima, a common lim-
itation of other optimization methods available in the literature. This ap-
proach leverages data-driven models to capture the traction-separation
relationship more accurately, facilitating the development of delamination-
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tolerant composite materials.

Objective 3:

Traditional topology optimization (TO) methods, such as density based
approaches, level-set methods, ESO, and BESO, have primarily focused
on designing lightweight structures that maintain mechanical integrity
without considering the complexities introduced by imperfect adhesive
interfaces and evolving damage. In the literature, TO have been exten-
sively studied in simpler contexts without fracture, their application to
problems involving interfacial defects and fracture remains underdevel-
oped or studied a few. The research gap addressed in this work pertains
to the limited exploration of TO strategies for enhancing the tolerance
of bi-material components with imperfect adhesive interfaces to interfa-
cial defects. This study aims to fill this gap by optimizing the topology
of the surrounding continuum of bi-material components to make them
more defect-tolerant. The approach involves using the Optimality Crite-
ria (OC) method, which is selected for its computational efficiency and
simplicity in implementation. By employing TO based on physics-based
simulated data, this work seeks to advance the understanding of mate-
rial distribution strategies that enhance the toughness and fracture resis-
tance of adhesive interfaces, ultimately contributing to the development
of more resilient composite materials.

Objective 4:

Recent advancements in topology optimzation (TO) methods have
investigated complex structural fracture resistance phenomena in con-
ditions of plasticity, damage mechanics, composite structures, function-
ally graded materials, and dynamic crack propagation e.t.c., to name a
few. The TO approaches primarily focus on designing intact materials
or structures to enhance mechanical properties like toughness, strength,
and stiffness without considering how initial accumulated damage in-
fluences material distribution and fracture resistance. There remains a
significant gap in optimizing materials or structures that already have
induced damage due to operational loads. So the research gap identified
in this study pertains to the limited exploration of topology optimization
(TO) methods specifically tailored for structures with pre-existing dam-
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age to enhance their resistance to crack initiation and propagation.This
study aims to address this gap by proposing a novel integrated Phase
Field Fracture-Topology Optimization (PFF-TO) methodology to opti-
mize the topology of structures with pre-existing damage. The approach
involves applying the PFF model to simulate initial damage under ser-
vice loads, followed by TO to redistribute material in response to the
damage configuration. The final optimized structure is then assessed
for crack propagation resistance using the PFF approach to evaluate im-
provements in mechanical properties. By employing the Solid Isotropic
Material with Penalization (SIMP) method for TO and validating through
numerical benchmark problems, this work seeks to maximize the stiff-
ness of damaged structures while adhering to material constraints, ulti-
mately advancing the field of fracture-resistant material design.

1.7 Outline of the thesis

The content of the thesis work is organized as follows: Chapter 2 de-
scribes the theory and numerical implementation of fracture models, such
as phase field for fracture in isotropic and anisotropic cases and cohesive
zone interface fracture. In Chapter 3, different metaheuristic machine
learning algorithms are described in detail and their application to the
identification of fracture parameters. In Chapter 4, the mathematical for-
mulation of topology optimization applied to structural problems is de-
rived with application to optimize structures against fracture resistance.
In Chapter 5, the issue of phase-field fracture parameter in capturing
the mechanical response of polymer material (injection molding ABS co-
polymer, 3D printed PLA material) numerically is investigated. Finally,
Chapter 6 concludes the thesis work by summarizing the results and sug-
gestions for future work.
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Chapter 2

Theory and numerical
implementation of Fracture
Mechanics models

Chapter 2 is partially based on the content of publication [1] and article
in press [3].

This chapter is structured into two main sections. The first section provides
a theoretical foundation for the phase-field for fracture (PFF) model as applied
to polymer materials in the Chapter 5. The second section delves into the Co-
hesive Zone Interface (CZI) model, typically employing the traction-separation
(T-S) law along the interface region. The discussion on PFF models is limited to
brittle materials, considering both isotropic and anisotropic cases. A thorough
explanation and derivation of governing equations, along with finite element
numerical implementation, are presented based on the variational minimization
principle. Subsequently, the crucial aspect of the CZM, namely the exponential
traction-separation law, is discussed, followed by a description of the numerical
implementation procedure of the CZI compatible with the four-noded finite el-
ement in FEM software. This section concludes with a discussion on uniform
and linearly graded cohesive interface properties.
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2.1 Phase-field modelling of fracture

This section gives an overview of the well-known phase-field approach
to fracture generalized to handle both isotropic and anisotropic brittle
materials. The underlining concept of phase-field applied to fracture
emerged from the fundamental principles of Griffith theory [132] ap-
plied to brittle materials, which states that a crack propagates when the
fracture surface energy needed to generate the new crack surface equals
the amount of elastic strain energy released in the material due to crack
growth. The mathematical expression of Griffith’s total energy function
ΠT includes the contribution of the internal elastic strain energy ΠE , the
fracture surface energy ΠS , and the potential energy P due to external
loading:

ΠT := ΠE +ΠS − P (2.1)

2.1.1 Theoretical background

Let us consider a linear elastic continuum domain Ω ⊂ RB in the ref-
erence configuration with dimension B ∈ [1, 3] with external boundary
∂Ω and an evolving internal cracked discontinuity Γ ⊂ RB−1. The dis-
placement field u is imposed on the Dirichlet boundary ∂Ωu and surface
tractions t̄ are applied on the Neumann boundary ∂Ωt, see Fig. 1, where
∂Ω = ∂Ωu ∪ ∂Ωt and ∂Ωu ∩ ∂Ωt = ∅. Body forces b, if any, are applied
on the continuum Ω. A crack may nucleate and propagate from exist-
ing notches or regions characterized by stress concentrations, leading to
a displacement field u in the body, which may present a discontinuity
in correspondence with the localized propagating crack. In the phase-
field approach to fracture, the sharp displacement discontinuity will be
smeared out by introducing a suitable nonlocal regularization, which
introduces an unknown scalar damage variable Φ in the domain. The
problem reduces to find the displacement u and the phase-field damage
variable Φ, subject to the equilibrium conditions of the solid body, the
evolution equation for damage coupled with the mechanical field, and
the boundary conditions related to the specific model geometry.
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The total potential energy functional of the continuum Ω proposed
by Francfort-Marigo [130] with a prospective evolving crack surface Γ

reads:

ΠT (u,Φ) =

∫
Ω

ΨE (ε(u),Φ)dΩ︸ ︷︷ ︸
ΠE

+

∫
Γ

Gc dΓ︸ ︷︷ ︸
ΠS

−
∫
Ω

budΩ−
∫
∂Ωt

t̄ ud∂Ωt︸ ︷︷ ︸
P

(2.2)

Figure 1: (a) Schematic representation of the continuum Ω with a crack Γ
and boundaries ∂Ωu, ∂Ωt. (b) Approximation of the sharp crack into a dif-
fusive region of width lc, where Φ denotes the phase-field damage variable.

where the first term ΨE(ε(u),Φ) in the Eq. (2.2) represents internal
energy density function [60] which is defined as

ΨE(ε(u),Φ) = g(Φ)Ψ0 (ε) (2.3)

where g(Φ) is the degradation function. The choice of degradation
function g(Φ) plays an important role in the elastic stiffness of the mate-
rial. While there is a liberty in choosing the degradation function, it must
adhere to the condition mentioned in Table. 1. In the literature, numer-
ous researchers [174, 175, 176, 177] proposed degradation function g(Φ)
depending on the application. In the present work, the quadratic degra-
dation function g(Φ) = (1 − Φ)2 proposed by [174] is adopted since it is
best suited for understanding fracture in brittle materials.
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Condition Meaning
g(0) = 1 Intact material
g(1) = 0 Fully fracture material
g′(Φ) < 0 g(Φ) monotonically decreasing function
g′(1) = 0 Ensure zero crack driving force for fully fractured material Φ = 1

Table 1: Degradation function g(Φ) to be satisfied without violating the
damage mechanics process.

The Eq. (2.3) results in unrealistic crack propagation behavior due
to the multiplication of g(Φ) to the strain energy density function since
crack propagates only due to tension behavior and doesn’t affect due to
compression. Several researchers [178, 179, 60] have proposed additive
decomposition of strain energy density into positive strain energy Ψ+

0

and negative strain energy Ψ−
0 part with the contribution of g(Φ) in Ψ+

0 .
The material degradation is controlled by the evolution of the phase-field
function g(Φ) = (1 − Φ)2 + κp also called as stress degradation function
with a parameter κp of the order of 10−6 to avoid ill-conditioning of the
stiffness matrix when Φ→ 1. This thesis adopts the stain energy split de-
composition method proposed in [60] for analysis. Therefore the internal
elastic energy of the function ΠE in Eq. (2.2) reads :

ΠE =

∫
Ω

ΨE(ε(u),Φ)dΩ =

∫
Ω

[g(Φ)Ψ+
0 (ε) + Ψ−

0 (ε)]dΩ (2.4)

To enforce the irreversibility of the phase-field damage (Φ̇ > 0), a
history variable H [60] is introduced, which takes the maximum strain
energy value during the damage evolution process:

H =

{
Ψ+

0 (ε) if Ψ+
0 (ε) > Hn

Hn otherwise (2.5)

where Hn is the value of Ψ+
0 at the previous pseudo-time step of

a quasi-static simulation with pseudo-time increasing applied displace-
ments/loads. Note that the functionH satisfies the Karush-Kuhn-Tucker
conditions:

Ψ+
0 −H ≤ 0, Ḣ ≥ 0, Ḣ

(
Ψ+

0 −H
)
= 0 (2.6)
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The second term in Eq. (2.2) can be expressed in the regularised form
[131] by approximating the sharp crack Γ into a diffusive region with
a phase-field damage variable Φ as shown in Fig. 1. The value of Φ

ranges between 0 and 1, with 0 representing an intact material and 1

corresponding to a fully cracked material. The regularised expression
reads

ΠS(Φ) :=

∫
Γ

Gc dΓ ≈
∫
Ω

Gcγ(Φ,∇Φ)dΩ (2.7)

in which Gc is the fracture energy and γ(Φ,∇Φ) represents the crack
surface density function that can be expressed in general form [180] as

γ(Φ,∇Φ) = 1

C0

[
α(Φ)

lc
+ lc∇Φ · ∇Φ

]
(2.8)

where lc is the regularized internal length scale parameter that gov-
erns the width of the diffusive crack. When lc → 0, the regularized crack
surface Γ-converges to the sharp crack [181], satisfying the Griffith’s cri-
terion [132].

In the literature, the commonly used Ambrosio–Tortorelli AT-1 and
AT-2 models are frequently employed for phase-field fracture (PFF) anal-
ysis. In this work, we specifically utilize the AT-2 model [182]. Therefore
the crack geometric function α(Φ) and the normalized factor C0 in Eq.
(2.8) are [174, 60]:

α(Φ) = Φ2, C0 = 2 (2.9)

Hence, the surface energy term ΠS in Eq. (2.7) for an isotropic mate-
rial assumes the following form:

ΠS(Φ) =
Gc

2

∫
Ω

[
Φ2

lc
+ lc∇Φ · ∇Φ

]
dΩ (2.10)

To consider the material anisotropy in the PFF analysis, the second-
order structural tensor ω is incorporated in the nonlocal part of isotropic
crack surface density for an anisotropic case as shown in Eq. (2.11):
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γ(Φ,∇Φ, ω) = 1

2

[
α(Φ)

lc
+ lc∇Φ · ω · ∇Φ

]
(2.11)

The second-order tensor ω is invariant (orientation independent). The
surface energy for crack propagation depends on the material orientation
α, which characterizes the anisotropic failure of the material. Following
Clayton and Knap [61], ω can be defined as

ω = I + η(I− f ⊗ f), I =

[
1 0
0 1

]
(2.12)

where I is a second-order identity tensor and f represents a vector
normal to the material orientation plane α. η ≫ 1 represents the degree
of anisotropy contributing to the crack evolution in the surface energy
term ΠS along the direction of material orientation plane α. The isotropic
material behavior can be retrieved when the penalty parameter η is van-
ishing.

Therefore, the surface energy term ΠS in Eq. (2.7) for an anisotropic
material assumes the following final form:

ΠS(Φ) =
Gc

2

∫
Ω

[
Φ2

lc
+ lc∇Φ · ω · ∇Φ

]
dΩ (2.13)

2.2 Finite element implementation of the phase-
field approach

In this section, we discuss the finite element implementation of phase-
field formulation for isotropic and anisotropic fractured materials, a typ-
ical behavior observed in polymers, ceramics, etc. First, we apply the
FEM to the PFF model in the context of isotropic materials and then gen-
eralize it to an anisotropic fracture case. Finally, the phase-field formu-
lation necessary for studying the resistance to topology-optimized frac-
tured structures is being investigated.
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2.2.1 Isotropic case

The elastic energy term ΠE in Eq. (2.4) and the isotropic surface energy
term ΠS in Eq. (2.10) are introduced into Eq. (2.2). The total energy
functional for the isotropic case Πiso therefore, reads:

Πiso(u,Φ) =

∫
Ω

(g(Φ)Ψ+
0 (ε) + Ψ−

0 (ε))dΩ

+

∫
Ω

Gc

2

∫
Ω

[
Φ2

lc
+ lc∇Φ · ∇Φ

]
dΩ−

∫
Ω

budΩ−
∫
∂Ωt

t̄u d∂Ωt

(2.14)
The weak form of the displacement field u and phase-field Φ are then

obtained by applying the energy minimization principle to Eq. (2.14)
with respect to the state variables (u, Φ):

∂Π(u,Φ)

∂u
=

∫
Ω

σ δε dΩ−
∫
Ω

b δu dΩ−
∫
∂Ωt

t̄ δu d∂Ωt = 0 (2.15a)

∂Π(u,Φ)

∂Φ
=

∫
Ω

2(1− Φ)HδΦdΩ +

∫
Ω

Gc

2

[
1

lc
2ΦδΦ− lc(∇Φ · ∇δΦ)

]
dΩ = 0

(2.15b)

The strong form associated with the weak form in Eq. (2.15) is:

∇.σ + b = 0 in Ω, σ.n = t̄ on ∂Ωt, u = ū on ∂Ωu (2.16)

−Gclc∇2Φ+

[
Gc

lc
+ 2Ψ(ε)

]
Φ = 2Ψ(ε) in Ω, ∇Φ.n = 0 on ∂Ω (2.17)

To solve the above weak form, finite element discretization is intro-
duced by projecting Eq. (2.15) onto a suitable functional space. Usually,
a functional space composed of linear or quadratic polynomials is a nat-
ural choice. However, other spaces like those defined by NURBS could
be exploited [183], and it is a current research direction. Moreover, in the
case of polynomials, h−, p−, and hp−refining schemes are currently be-
ing investigated to improve the efficiency of the computational method.
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The above projection implies a discretization of the continuum Ω,
whose spatial coordinates are interpolated using the same shape func-
tions used for the field variables (and of the corresponding test functions)
in the isoparametric FE schemes. Therefore, this leads to the approxi-
mate discretized geometry and field variables, where the index h recalls
the spatial discretization: x ∼ xh, u ∼ uh, Φ ∼ Φh.

Therefore in the FEM framework, at an elemental level, the displace-
ment field u and phase-field Φ are discretized by shape functions Nu and
NΦ expressed as follows. The corresponding derivatives of displacement
and phase-field values are also mentioned below.

u = Nuue, Φ = NΦΦe, ε = Buue, ∇Φ = BΦΦe (2.18)

Similarly, the virtual variation terms of primary variables and their
derivatives are defined as

δu = Nuδue, δΦ = NΦδΦe, δε = Buδue, ∇δΦ = BΦδΦe (2.19)

where Bu, BΦ are the derivatives of the shape functions Nu, NΦ re-
spectively.

The arbitrariness of test functions leads to the following residual me-
chanical field and phase-field terms expressed as:

Ru =

∫
Ωe

BT
uσ dΩ−

∫
Ωe

NT
ubdΩ−

∫
∂Ωe

NT
ut d∂Ω (2.20)

RΦ =

∫
Ωe

GclcB
T
Φ∇ΦdΩ +

∫
Ωe

[
Gc

lc
+ 2H

]
NT

ΦΦdΩ−
∫
Ωe

2NΦH dΩ

(2.21)
The solution to the above nonlinear problem can be achieved via the

application of the full Newton-Raphson solution scheme, which requires
the linearization of the residual vectors with respect to its field variable:

Ku =
∂Ru

∂u
=

∫
Ωe

BT
uCBu dΩ (2.22)

KΦ =
∂RΦ

∂Φ
=

∫
Ωe

GclcB
T
ΦBΦ dΩ +

∫
Ωe

[
Gc

lc
+H

]
NT

ΦNΦ dΩ (2.23)
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The computation of the fourth order stiffness tensor C and the second
order stress tensor σ are detailed in Section 2.2.2.

Therefore, the Newton-Raphson incremental-iterative scheme follow-
ing a staggered solution algorithmic procedure 1, as proposed in [23] (see
also Fig. 2) is implemented by parametrization of the above equation
with a pseudo-time ’t’{

u
Φ

}
t+∆t

=

{
u
Φ

}
t

+

[
Ku 0
0 KΦ

]−1

t

{
Ru

RΦ

}
t

(2.24)

(a)

Figure 2: Illustration of the staggered scheme to solve the coupled nonlinear
phase-field problem.

2.2.2 Strain energy split decomposition method

To consider for the crack to propagate only in tension mode, which means
no crack propagation in compression loading, the strain tensor is decom-
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posed into tension and compression parts

ε = ε+ + ε− (2.25)

with ε =
∑δ

i=1 ε
ini ⊗ ni, where

{
εi
}
i
= 1 . . . δ and

{
ni
}
i
= 1 . . . δ are

the principal strains and its corresponding strain directions, respectively.
The strain splits are represented as

ε+ =

δ∑
i=1

〈
εi
〉
+
ni ⊗ ni ε− =

δ∑
i=1

〈
εi
〉
− ni ⊗ ni (2.26)

where ⟨.⟩ is Macaulay bracket represented as ⟨x⟩+ := (x + |x|)/2 and
⟨x⟩− := (x−|x|)/2 The strain energy in an undamaged solid is expressed
as

Ψ0(ε) = λ tr2[ε]/2 + µ tr [ε2] (2.27)

with λ and µ are lame’s constant. The strain energy function is split into
positive and negative parts with the inclusion of lames constants in the
equation shown below

Ψ(ε) =Ψ+
0 (ε) + Ψ−

0 (ε)

Ψ+
0 (ε) =λ⟨tr[ε]⟩2+/2 + µ tr

[
ε2+
]

Ψ−
0 (ε) =λ⟨tr[ε]⟩2−/2 + µ tr

[
ε2−
] (2.28)

Now, the stress tensor σ can be found from the first derivation of the
strain energy function

σ := ∂εΨ(ε,Φ) =
[
(1− Φ)2 + k

]
[λ(tr[ε]]+I + 2µε+] + [λ⟨tr[ε]]−I + 2µε−]

(2.29)
where I represents second-order identity tensor The fourth-order stiff-
ness tensor C is expressed as

C =
(
(1− Φ)2 + k

)
∂ε [σ+(ε)] + ∂ε [σ−(ε)]

=
(
(1− Φ)2 + k

)
∂ε+ [σ+ (ε+)]P

+ + ∂ε− [σ− (ε−)]P
−

=
(
(1− Φ)2 + k

)
2µP+ + 2µP−

(2.30)
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P± =∂ε
[
ε±(ε)

]
=

3∑
a=1

H (±εa)Qa +
1

2

3∑
a

3∑
b ̸=a

θab (Gab + Gba) θab

=

{ ⟨εa⟩±−⟨εb⟩±
εa−εb

if εa ̸= εb

H (±εa) if εa = εb

(2.31)

Algorithm 1 Staggered solution scheme

1: Data initialization u0,Φ0 andH0 at time t0 are known
2: for all time incremental steps: starts at i = 1 do
3: ti ← to+∆t (∆t :small time increment )
4: Iteration n=0

5: while max

{
∥Rn

u∥
∥R0

u∥
,
∥Rn

Φ∥
∥R0

Φ∥

}
≤ 10−3 do

6: n← n+ 1
7: Step 1: Determine displacement field by prescribing boundary

condition u,p, t at current time step
8: Compute maximum strain energyHmax at each gauss points
9: Compute residual R0

u

10: Kudu = R0
u

11: un
i = u0 + du

12: Step 2: Determine phase-field at current time step iteration by
fixing displacement field at current iteration n

13: Compute residual R0
Φ

14: KΦdΦ = R0
Φ

15: Φn
i = Φ0 + dΦ

16: u0← un
i , Φ0← Φn

i

17: n← n+1
18: {/∗ for while condition R0

u,R
0
Φ taken from iteration n = 1 for

the current time step ∗/}
19: {/∗ maximum strain energyHmax at each gauss point from iter-

ation n = 1 is fixed for the current time step ∗/}
20: end while
21: i← i+1 , to ← ti
22: end for
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2.2.3 Anisotropic case

The elastic energy term ΠE in Eq. (2.4) and the anisotropic surface energy
term ΠS in Eq. (2.13) are introduced into Eq. (2.2). The weak form of the
displacement field u and phase-field Φ are then obtained by applying
the energy minimization principle to Eq. (2.2) with respect to the state
variables (u, Φ):

∂Π(u,Φ)

∂u
=

∫
Ω

σδεdΩ−
∫
Ω

bδudΩ−
∫
∂Ωt

t̄δud∂Ωt = 0

∂Π(u,Φ)

∂Φ
=

∫
Ω

2(1− Φ)HδΦdΩ

+

∫
Ω

Gc

2

[
1

lc
2ΦδΦ− lc∇ · (ω · ∇δΦ)

]
dΩ = 0

(2.32)

The numerical implementation of the PFF formulation into the finite
element method (FEM) is performed as in [23]. The weak forms in Eq.
(2.32) are solved using a staggered scheme to obtain the displacement
field u and the phase-field Φ solutions; see [23] for more details. Both
equations are connected with the history field variable H as mentioned
in Eq. (2.5) to exchange the state variables during the iterative scheme,
as shown in Fig. 2.

2.3 Phase-field formulation for topology optimiza-
tion problems

The only difference while deriving the phase-field finite element formu-
lation when integrating with topology optimization to investigate struc-
ture optimization for fracture resistance problems is the history field vari-
able H. An irreversibility condition upon Φ has to be introduced in Eq.
(2.14) to avoid material healing during damage evolution. Moreover, Eq.
(2.14) is monotonically increasing and might accumulate stress degrada-
tion even at low strain values. So, to avoid the situation, we employ the
energy damage evolution criteria from [184] to introduce the history vari-
able H in Eq. (2.14) and by applying the energy minimization principle,
which yields.
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δΠ =

∫
Ω

σδεdΩ−
∫
Ω

2(1− Φ)HδΦ (ε) dΩ

+

∫
Ω

2Ψc

(
l2c∇Φ∇δΦ+ ΦδΦ

)
dΩ−

∫
Ω

bδudΩ−
∫
∂Ωt

t̄δud∂Ωt

(2.33)
where in which history field variable given as

H = H(ε) = max
s∈[0,t]

[〈
Ψ+

0 (ε, s)−Ψc

〉
+

]
(2.34)

where Ψc is the specific fracture energy density given by

Ψc =
1

2E
σ2
c (2.35)

in which σc is the critical fracture stress and E is the Young’s modulus.
The strong form associated with the weak form in Eq. (2.33) is:

∇.σ + b = 0 in Ω, σ.n = t̄ on ∂Ωt, u = ū on ∂Ωu (2.36)

−Ψcl
2
c∇2Φ+ [Ψc +H(ε)] Φ = H(ε) in Ω, ∇Φ.n = 0 on ∂Ω (2.37)

The arbitrariness of test functions at the element level leads to the
following residual mechanical field u and phase-field Φ terms expressed
as:

Ru =

∫
Ωe

BT
uσ dΩ−

∫
Ωe

NT
ubdΩ−

∫
∂Ωe

NT
ut d∂Ω (2.38)

RΦ =

∫
Ωe

[H+Ψc]N
T
ΦΦdΩ +Ψcl

2
cB

T
Φ∇ΦdΩ−

∫
Ωe

NΦHdΩ = 0 (2.39)

The above nonlinear Eq. (2.38) can be solved without performing the
Newton linearization by using the shifted strain tensor split algorithm
proposed in [185]. Finally, the equation can be solved in a linear system
of equations:

Kuu = Fu (2.40)

Ku =

∫
Ωe

BT
uCBu dΩ (2.41)
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Fu =

∫
Ωe

NT
ub dΩ−

∫
∂Ωe

NT
ut d∂Ω (2.42)

The details of computation of the fourth order stiffness tensor C and
the second order stress tensor σ are outlined in [185].

The phase-field solution can be solved in linear equation form which
read as :

KΦΦ = FΦ (2.43)

KΦ =

∫
Ωe

{
[H+Ψc]N

T
ΦNΦ +Ψcl

2
cB

T
ΦBΦ

}
dΩ (2.44)

FΦ =

∫
Ωe

NΦHdΩ (2.45)

Therefore, the staggered solution scheme procedure [23] is imple-
mented to find the displacement field u and phase-field Φ solution to
study the topology evolution of the structure subjected to fracture, which
is discussed in Section 4.3.

2.4 Graded cohesive zone interface model

The computation mechanical framework of a cohesive interface between
a deformable body and a substrate is presented here. The current frame-
work assumes that the structure behavior obeys the small strain defor-
mation theory. As shown in Fig. 3, we consider a continuum domain Ω in
which a deformable substrate B1 and a second material B2 are connected
by an adhesive, which mathematically provides continuity of tractions
at the interface and a separation in the normal and in the tangential di-
rections (computed with respect to the local reference system). By the
principle of virtual work, the total energy in the weak form, including
the contribution of cohesive interface tractions, reads:

δΠ =

∫
Ω

σ δε dΩ−
∫
Ω

b δu dΩ−
∫
∂Ωt

t̄ δu d∂Ωt −
∫
∂Ωs

tcoh δ∆u d∂Ωs

(2.46)
where σ represents the Cauchy stress tensor, δϵ denotes the virtual

variation of the strain field associated to the displacement field u, b and
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t̄ represent the body forces and the imposed boundary tractions acting
on Ω and ∂Ωt, respectively. The vector of cohesive tractions is tcoh, which
contributes to the virtual work through the associated virtual variation
of the relative displacement vector δ∆u along the interface d∂Ωs.

The finite element formulation associated to the cohesive interface
model used in the present work is based on the 4-noded zero thickness
interface finite element whose matrix expression and algorithmic imple-
mentation as a user element can be found in [94] and are represented
here for understanding purpose. The same formulation has been imple-
mented in a user element for a finite element research code [186] based
on MATLAB R2022.

2.4.1 Finite element formulation

The present work deals with 2D problems, so we adopt standard four-
noded quadrilateral finite elements (FE) for the structure’s continuum
domain Ω. For our convenience, the interface region is also discretized
with four-noded FE, which is compatible. Therefore, each node in the
interface element has two degrees of freedom in the global reference sys-
tem, and the displacement vector u of one interface FE is given as

u = (u1, v1, u2, v2, u3, v3, u4, v4)
T (2.47)

Where ui, vi represents horizontal and vertical displacements of node i
respectively (i → 1 − 4) The cohesive interface region is proposed to
be zero-thickness finite elements. Therefore, the local coordinate system
will be defined by drawing the central axis with normal vector n and tan-
gential vector t between the top Γ+ and bottom Γ− sides of the cohesive
interface. Generally, the central axis is rotated by an angle θ concern-
ing the global x-axis. Two gauss points were chosen at zero-thickness FE
along the central axis. The linear shape functions (N) were incorporated
at each gauss point in the interface element for interpolation purposes
with values N1 = (1 − ξ)/2 and N2 = (1 − ξ)/2 where ξ ∈ [−1,+1]. The
cohesive traction (tcoh), normal and tangential gap (gn, gt) values are cal-
culated at each gauss point. gn and gt denote the normal and tangential
gap along the zero-thickness finite element in the local reference system.
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Figure 3: Schematic representation of a zero thickness interface element.

First, due to external loading, there might be a slight displacement
change on the cohesive interface’s top and bottom sides, creating a nor-
mal and tangential gap along the interface region. This phenomenon is
captured along the zero-thickness interface FE at each gauss point with
gap vector g = (gt gn)

T . The following procedure is followed in context
with each gauge point of interface FE. Gap vector g can be determined
as g = RN∆u′ which is computed by multiplying rotational matrix R

with the relative generalized displacement vector ∆u′ using the inter-
polation function N. R represent the rotational matrix in the local ref-
erence system, N being shape function considering standard two-noded
isoparametric FE. The R, N and ∆u′ expressions are given below

R =

[
cos θ sin θ
− sin θ cos θ

]
(2.48)

N =

[
N1 0 N2 0
0 N1 0 N2

]
(2.49)
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∆u′ = (u4 − u1, v4 − v1, u3 − u3, v3 − v2)T (2.50)

Where ∆u′ is about local reference system and computed as ∆u′ =

L u. L is an operator matrix that is related to the relative displacements
considering the top and bottom sides (Γ+,Γ−) of the interface.

L =


−1 0 0 0 0 0 +1 0
0 −1 0 0 0 0 0 +1
0 0 −1 0 +1 0 0 0
0 0 0 −1 0 +1 0 0

 (2.51)

The above procedure leads to finding gap vector g = R N L ∆u =

RB∆u at each gauss point in relation to the nodal displacement vector
of the global system. The contribution of the cohesive interface element
to the weak form in Eq. (2.46) is given below :

δGint =

∫
Sint

δgT tcohdS
(2.52)

The interface delamination proceeds until the relative normal gn dis-
placement and the tangential gt displacements greater than critical nor-
mal gnc

and tangential gtc gap indicating stresses reached adhesion strength
of the interface.

2.4.2 Constitute model for cohesive interfaces

Due to external loading applied on the structure, the cohesive interface
region can delaminate and is governed by a Mixed Mode traction-separation
relation proposed by Tvergaard [82]. The σn and τt cohesive tractions
composing the vector tcoh are nonlinear functions of the normal and tan-
gential gaps gn and gt:

σn = σmax
gn
gnc

f(η)

τt = τmax
gt
gtc

f(η)
(2.53)
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where gn, gt represents normal and tangential components of local
gap vector and gnc

, gtc are critical normal and tangential displacements
for complete decohesion under pure Mode I or Mode II fracture, f(η)
is a function which establishes a measure of the combined Mixed Mode
deformation at the interface. σmax, τmax are the maximum normal and
tangential traction of the interface corresponding to when gn, gt reaches
gnc

, gtc values. For the Tvergaard CZM we have:

η =

√(
gn
gnc

)2

+

(
gt
gtc

)2

(2.54)

f(η) =

{
27
4

(
1− 2η + η2

)
, for 0 ≤ η ≤ 1

0, otherwise
(2.55)

The linearization of cohesive traction obtains the tangent constitutive
matrix for Tvergaard exponential law CZM with respect to the gap vector
which reads below:

CT =


∂τ

∂gt

∂τ

∂gn

∂σ

∂gt

∂σ

∂gn



=

 τmax
f

gtc
+ τmax

gt
gtc

∂f

∂η

∂η

∂gt
τmax

gt
gtc

∂f

∂η

∂η

∂gn

σmax
gn
gnc

∂f

∂η

∂η

∂gt
σmax

f

gnc

+ σmax
gn
gnc

∂f

∂η

∂η

∂gn


(2.56)

where tcoh = (τt σn)
T represents tangential and normal tractions.

Therefore, the interface constitutive law will be linearized for its imple-
mentation in the Newton-Raphson iterative scheme.

tcoh = CT g = CT RB u (2.57)

Where CT represents the tangent constitutive matrix of the interface
element given by the traction-separation law of the CZM. The CZM rela-
tion is graphically shown in a qualitative manner in Fig. 4 in terms of tcoh
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vs. gn and gt. Under pure Mode I conditions, the area below the tcoh vs.
gn curve for gt = 0 leads to the Mode I fracture energy GIC. Similarly, the
area below the tcoh vs. gt curve for gn = 0 leads to the Mode II fracture
energy GIIC.

Figure 4: Tvergaard exponential law cohesive zone model

Here, we shall consider two functional forms for the CZM relation:
(i) homogeneous properties throughout the interface (ii) linearly graded
fracture toughness. In both cases, maximum tractions are the same, while
the graded interface model introduces a linear dependency of the criti-
cal normal and tangential displacements upon the interface coordinate x
defined in the global reference frame, see Fig. 5.
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Figure 5: Linear graded interface model: critical cohesive normal and tan-
gential gaps, gnc and gtc for complete decohesion vs. interface position x/L,
where L denoted the maximum extension of the interface. The curve in blue
shows the value of the parameters for an interface with uniform properties
averaged over the interface length.

2.5 Optimum functional grading properties of
cohesive interfaces

In this section, we analyze the failure of linearly graded interfaces and
compare their performance with that of an interface with uniform aver-
aged properties. Then, we show how to apply a data-driven machine
learning technique to automatically find the properties of the linearly
graded interface to maximize the functional performance of a structure
subject to delamination.

2.5.1 Analysis of a linearly graded cohesive interface

The 2D numerical model of the peeling test that will be used as a bench-
mark for the analyses is shown in Fig. 6. The deformable layer with
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a height of 0.05 mm is peeled off from a stiffer substrate, which is 1
mm deep. The lateral size of the whole numerical model is L = 1 mm.
The progress of separation till failure of the interface is governed by the
traction-separation (TS) law.

Figure 6: Model sketch of the peeling test.

The Youngs’ modulus of the deformable layer is set equal to 2.8 GPa,
and that of the substrate 73 GPa, which is a physical scenario for a thin
deformable layer bonded onto an almost rigid substrate. For what con-
cerns the boundary conditions, Fig. 6, the bottom left corner node is
constrained in the horizontal and vertical direction while the remaining
nodes at the bottom edge are constrained on the vertical direction. For
the deformable layer, horizontal displacements at the nodes belonging to
the edge on the left are constrained.

Contact constraints were incorporated into the CZM using the penalty
method active in compression with a stiffness kp = 1000 N/mm2 to avoid
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the compenetration of materials along the interface. The linearly graded
interface properties for the Tvergaard CZM are: σmax = τmax = 20 MPa,
gnc

= gtc ∈ (2.5−7.5) mm. Hence, the critical normal and tangential gaps
vary linearly from 2.5 mm at x = 0 to 7.5 mm at x = L, as shown in Fig.
5. For this benchmark problem, the Mode I and Mode II TSL properties
are the same.

FEM simulations are conducted under plane strain assumptions. The
peeling test problem has been discretized with 4-noded isoparametric
quadrilateral elements. The substrate has been discretized with 100 ×
4 elements, since it is almost rigid. The interface region has been dis-
cretized with 100 elements along its length, while the deformable layer
has been discretized with 100 elements along its length and 6 over its
thickness, to capture its bending deformation.
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Figure 7: Reaction force P versus imposed displacement for a linearly
graded interface in comparison to an interface with uniform properties.
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The top right corner of the deformable layer is subject to a prescribed
displacement as external loading. The corresponding force P is com-
puted as a reaction force in the node. For the model test problem chosen,
the mentioned loading leads to Mixed-Mode delamination. The evolu-
tion of the reaction force P for an interface with uniform properties and
for a linearly graded one are shown versus the imposed displacement in
Fig. 7, with a typical trend as reported in the literature [91, 187, 92]. The
linearly graded interface, although in average has the same properties of
the uniform one, has a spatial distribution of its fracture toughness which
is highly beneficial, since it offers a stronger opposition to the onset of
debonding through its higher value of GC at x = L. As a consequence,
the peak force for the onset of debonding is enhanced.

Looking into more details on what happens along the interface in the
two scenarios, we notice that the interface with graded properties gener-
ates a non-uniform normal traction at the interface which is quite differ-
ent as compared to the uniform case, see Fig. 8. Normal traction curves
vs. x/L superimposed to those figures correspond to an increasing ap-
plied displacement (moving from the curve in red to the one in light
blue). The graded interface allows delaying the onset for delamination
as compared to the interface with uniform properties, see the red curve
at x/L = 1 that, for the uniform one, is already approaching zero while
for the graded interface has a residual value of about 10 MPa, i.e., it is
still partially bonded.
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(a) Linear graded cohesive interface
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(b) Uniform cohesive interface

Figure 8: Comparison of normal tractions vs. position for a linearly graded
interface and an interface with uniform interface properties for different far-
field prescribed displacements increasing in the curves from red to light
blue.
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Chapter 3

Data-driven models for the
identification of fracture
mechanics parameters

Chapter 3 is partially based on the content of publication [1] and article
in press [3] .

Data-driven models, a subset of machine learning techniques, are increas-
ingly utilized for parameter identification due to their robust optimization ca-
pabilities and adaptability to complex structural problems. In this chapter, we
employed metaheuristic algorithms to simulate the process of natural evolution
and large datasets to identify trends, employing machine learning and statistical
analysis techniques to iteratively improve the solution. In parameter identifica-
tion, metaheuristic algorithms explore a wide search space to determine the opti-
mal set of parameters best fit a given trend. This process involves evaluating the
fitness of each candidate solution against a predefined objective function, grad-
ually converging towards the optimal parameters. The use of metaheuristic al-
gorithms in parameter identification is particularly advantageous for nonlinear,
multi-dimensional, and noisy problems, where traditional optimization methods
may struggle. By leveraging the principles of natural selection, these algorithms
offer a powerful and flexible approach to solving challenging parameter identi-
fication tasks across various engineering and biomedical fields. This chapter is
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dedicated to discussion on different metaheuristics algorithms and their appli-
cation to fracture models to identify the fracture mechanics parameters. These
techniques come under the category of inverse problems, which are in very high
demand in the additive manufacturing industry.

3.1 Theory on metaheuristic algorithms

Metaheuristic algorithms, such as genetic algorithms, particle swarm op-
timization, EJAYA algorithm e.t.c to name a few, have been effectively
applied to fracture problems for the identification of fracture parame-
ters. These algorithms excel in handling the complexity and nonlinearity
inherent in fracture mechanics. By optimizing objective functions that
quantify the difference between experimental data and model predic-
tions, metaheuristics can efficiently navigate the vast parameter space
to identify critical fracture parameters. Their robustness and flexibility
make them invaluable tools in predicting fracture behavior, leading to
more accurate assessments and improved material design in engineer-
ing applications.

The integration of machine learning algorithms and the formulation
of the fracture models, as discussed in Chapter 2, is proposed to iden-
tify fracture mechanics parameters for a user-defined purpose. The issue
of material parameters’ identification to fulfill the desired system func-
tionality and identify new material design solutions is a timely research
topic. The optimization algorithms can tackle the inverse problems, and
the metaheuristic algorithms [188], which are inspired by natural phe-
nomena, are particularly efficient for this task. Although the metaheuris-
tic algorithms [189, 190] employ various search strategies, they typically
balance local exploitation with global exploration to solve the inverse
problems. The objective of local exploitation is to find better solutions
in the vicinity of the current search space, while global exploration is to
find superior solutions across the complete space of admissible solutions.
This combination resolves the problems encountered by gradient-based
optimization algorithms that contain only local information [69].

The metaheuristic optimization approach called particle swarm opti-
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mization (PSO) [102] is inspired by a flock of birds’ behavior in search
of food when they help each other reach their destination by exchanging
information to find the optimal solution. To increase the performance of
the PSO algorithm, a velocity of the constriction factor-based approach
[70, 191] is implemented. Alternatively, genetic algorithms (GA) [192]
can be exploited for inverse analyses, mimicking the process of popu-
lation evolution by using several genetic processes, including crossover,
mutation, and selection, to produce a new generation within the present
population and progressively move it closer to an optimal solution. The
ABC algorithm [193], for instance, is based on the approach used by a
swarm of honey bees to find food sources. Two distinct beehive groups
exchange information to discover these sources with success. First, there
are the employee bees working and taking advantage of a food supply.
Secondly, unemployed bees (scout bees) are constantly searching for a
food supply. The implementation details of hybrid algorithms PSO-GA
[71] and ABC-PSO [72, 73] take advantage of their respective individual
algorithms and solve the inverse problems. The cuckoo’s brood parasitic
behavior is the basis for the Cuckoo Search (CS) algorithm [74]. Lévy
flights are used by CS to search the solution space and create step size
efficiently. Switch probability is used for the local search when a specific
percentage of solutions are eliminated.

The teaching-learning-based optimization algorithm (TLBO), on the
other hand, is an algorithm that draws inspiration from the teaching-
learning process [194, 195] and is based on how a teacher’s influence
affects the work that students do in a class. The program simulates how
a teacher and students would interact in a classroom. The population-
based TLBO approach algorithm implementation details can be found in
[194]. Another approach that can be used to solve the inverse problem is
the Enhanced JAYA (EJAYA) algorithm [76], whose goal is to find a search
mechanism that fully utilizes population data using a combination of
local exploitation and global exploration tactics. A global exploration
approach and a local exploitation strategy are part of the planned search
mechanism, which was missing in the JAYA algorithm [105]. A detailed
procedure description is found in [76].

42



All the above algorithms do not rely on the gradient of the objective
function, while they require the objective function to be evaluated in the
hyper-parameters design space. The converged solution has to be identi-
fied by minimizing the objective function Υ. For the mechanical fracture
problems, the cost function to be minimized can be set as the difference
between the predicted and the target reaction force-displacement curves.

Initially, we investigate the issue of model parameters’ identification
for the fracture problems using the phase-field for fracture, cohesive zone
models as discussed in Chapter 2 and relevant for technical applications,
as outlined in the Chapter 1 introduction part. Then, we compare the dif-
ferent machine learning algorithms as mentioned above to identify the
best optimization method for fracture problems. First, we propose and
assess the performance of a metaheuristic optimization technique called
Particle Swarm Optimization (PSO), which has proven to be very effec-
tive in identifying model parameters for nonlinear fracture mechanics
problems involving plasticity and cohesive fracture [28].

3.2 Fracture parameters identification using PSO
algorithm

Particle Swarm Optimization (PSO) [102] is an algorithm that allows the
scattering of a certain population of particles in a pre-defined parametric
design space and optimizes the particles by achieving a minimum target
cost function (Υ) to match the user desired mechanical response. In the
present problem, Young’s modulus (E), fracture toughness (Gc), and the
phase-field internal length scale parameter (lc) are the parameters defin-
ing each swarm particle position. Considering a force-displacement me-
chanical response (from experiments or desired), the target cost function
(Υ) for every swarm particle is defined as

Υ(χ) =

√√√√ N∑
d=1

[
∆Fd(χ)

F̂d(χ)

]2
(3.1)
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where ∆Fd(χ) = Fd − F̂d(χ), where Fd denotes the history of simulated
forces for the range of imposed pseudo-time steps d (d = 1, . . . , N) for
a test under displacement control till ‘N ’ number of imposed displace-
ments and for a given set of trial model parameters. Analogously, F̂d(χ)

represents the target values of forces for the same ‘N ’ imposed displace-
ments. The PSO algorithm is detailed in Algorithm 2 in relation to the
methodology outlined in the Section 3.2.2. First, we identify the phase-
field fracture parameters using PSO and next, followed by the identifica-
tion of cohesive zone model parameters.

3.2.1 Identification of phase-field fracture parameters

The issue of finding phase-field fracture parameters to accurately pre-
dict the experimental force-displacement curve with the numerical PFF
model is still a challenging problem. As a benchmark test, to show the
applicability of PSO to parameters identification of phase-field fracture
models, we consider here a Mode I single edge notch test (see Fig. 9) set-
ting the following properties in input for the simulation (E= 210 GPa,
Gc = 2.7 kN/mm, lc = 0.1 mm). The finite element discretization
consists of 1949 four-noded bilinear quadrilateral finite elements with
a minimum mesh size of 0.05 mm along the potential crack path. The
force-displacement curve predicted by phase-field simulation is taken as
the target function F̂d to be subsequently matched by the PSO algorithm
applied to identify the material parameters that are considered to be un-
known.

In this regard, we attempt the simultaneous identification of all three
material parameters. In the 3D parameter space, we consider Np = 30
particles as population size, a maximum of 150 iterations, and the follow-
ing PSO parameters: inertia weight Wi = 0.9, damping weight wdamp =

0.99, cognitive coefficient Cc = 0.2 and social coefficient Sc = 0.1. The
design-constrained particle space is defined as follows:

Z = {180 < E < 230 GPa; 1.2 < Gc < 3.8 kN/mm; 0.02 < lc < 0.2 mm}
(3.2)

which includes the values of the three parameters to be identified.
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The evolution of swarm particles’ position within the design space for
a selection of PSO iterations is shown in Fig. 11. The identified values
of the model parameters were E = 209.967 GPa, Gc = 2.699 kN/mm,
lc = 0.099 mm, which are almost coincident with the parameters used to
numerically generate the target response.

The cost function vs. number of iterations is shown in Fig. 10, with
an error in the force-displacement curve at the 54-th iteration lower than
1× 10−4.

Figure 9: Benchmark problem: geometry, loading and boundary conditions.

Figure 10: Cost function vs. No. of PSO iterations for the bechmark test.
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Algorithm 2 Particle swarm optimization

1: Input data : number of swarm particles Np, maximum number of
iterations Itmax, PSO algorithm parameters Wi,Cc,Sc,wdamp

2: Output data : optimized particle solutions Pg for minimum cost
function Υ

3: Initialization
4: for all i = 1 : Np do
5: Generate a population of swarm particles with random particle po-

sition χ0
i in three dimensional (℘ = 3) parametric space (E,Gc, lc)

variables under constrained solution search space for example as
defined in Eq. (3.2)

6: Evaluate cost function Υ(χ0
i )

7: Assign local best swarm particle position vector P0
i ← χ0

i

8: Assign zero swarm particle velocity vector
∨0

i

9: end for
10: Assign P0

g ← argmin
χ0
i

Υ(χ0
i )

11: Assign particle velocity range Vr = [vmin vmax]
12: Main loop of PSO algorithm
13: for k = 1 : Itmax do
14: for all i = 1 : Np do
15: Update particle velocity vector

∨k
i from Eq. (3.4)

16: check
∨k

i in limits of Vr, if not reassign
∨k

i in range Vr

17: Update particle position vector χk
i from Eq. (3.5)

18: if χk
i ̸∈ ℘ then

19: reassign randomly χk
i in ℘

20: end if
21: if Υ(χk

i ) < Υ(Pk−1
i ) then

22: Update local best particle position Pk
i from Eq. (3.6)

23: if Υ(Pk
i ) < Υ(Pk−1

g ) then
24: Update global best particle position Pk

g from Eq. (3.7)
25: end if
26: end if
27: end for
28: Wi ←Wi × wdamp

29: end for
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(a) Initial particles’ position (b) Iteration No. 3

(c) Iteration No. 15 (d) Iteration No. 25

(e) Iteration No. 40 (f) Iteration No. 54

Figure 11: Scatter representation of particles in the iterations of the PSO
algorithm for the benchmark test problem.
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For the sake of completeness, the force-displacement curve correspond-
ing to the identified model parameters accurately matches the target one;
see Fig. 12.

Figure 12: Force-displacement curve and target curve.

The robustness of the PSO algorithm is also assessed by considering
six different cases with parameters spanning over the Gc and lc space
for a fixed value of E = 210 GPa, see Table. 2. The same geometry and
loading conditions are considered for analysis as mentioned in Fig. 9.

Case Gc (kN/mm) lc (mm) Range E (GPa) Range Gc (kN/mm) Range lc (mm) Absolute error % {E, Gc, lc }
1 2.7 0.3 180− 230 1.2− 3.8 0.02− 0.45 {0.078, 0.10, 0.037}
2 2.7 0.5 180− 230 1.2− 3.8 0.02− 0.70 {0.116, 0.07, 0.018}
3 2.7 0.7 180− 230 1.2− 3.8 0.02− 0.90 {0.312, 0.11, 0.048}
4 4.0 0.1 180− 230 1.2− 5.5 0.02− 0.20 {0.297, 0.38, 0.032}
5 6.5 0.1 180− 230 1.2− 8.0 0.02− 0.20 {0.078, 0.28, 0.015}
6 8.0 0.1 180− 230 1.2− 10.0 0.02− 0.20 {0.252, 0.28, 0.014}
7 4.0 0.1 180− 230 1.2− 5.5 0.02− 0.20 {1.075, 1.49, 0.107}
8 4.0 0.1 180− 230 1.2− 5.5 0.02− 0.20 {0.120, 0.14, 0.009}

Table 2: Set of input data to generate target responses and range of pa-
rameters for the robustness test. The last column reports the error of the
identified parameters with respect to the values used in input.

Initial and final particles’ positions are shown in Fig. 14 for cases 1,
2 and 3 related to the different values of lc and in Fig. 15 for cases 4, 5
and 6 related to the different values of Gc. Further to assess convergence
of the PSO algorithm, velocity of the constriction factor-based approach
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[191] is adopted for case 8 (see Eq. (3.3)) with positive weights applied
to certain force-displacement points to set a priority while determining
cost function (Υ) and all point in the force-displacement curve are treated
equally (no different weights are applied). In this approach to guarantee
stability [196], φ was set as 4.1 and Cc = Sc = 2.05. The velocity of the
swarm particles is computed according to the following equation:∨k

i
= κ× (

∨k−1

i
+Cc × r1 × (Pk

i − χk
i ) + Sc × r2 × (Pk

g − χk
i ))

κ =
2∣∣∣2− φ−√φ2 − 4φ

∣∣∣ ,where φ = Cc + Sc, φ > 4
(3.3)

where κ is a constriction factor and r1, r2 are random numbers between
0 and 1. The remaining parameters explanation is mentioned in Section
3.2.2

3.2.2 Particle swarm optimization methodology

Particle swarm optimization (PSO) is applied to a continuous spatial do-
main where the cost function Υ is minimized to converge swarm parti-
cles in the solution space region to the optimized position. Let us assume
there are Np swarm particle size population in a ’℘’ dimensional para-
metric space domain. χi := [xi1,xi2 . . . ,xi℘],

∨
i := [vi1,vi2 . . . ,vi℘] is

the individual swarm particle’s position vector, velocity vector respec-
tively where i = 1, 2....Np denotes the swarm particle number. Pi :=

[Pi1,Pi2 . . . ,Pi℘] is each swarm particle’s optimal position vector. Pg :=

[Pg1,Pg2 . . . ,Pg℘] is the swarm global optimum position vector consid-
ering all swarm particle’s.
In the main loop of PSO at each iteration k individual swarm particle
updates its position by first computing updated velocity vector in ℘

space region considering previous results in ℘ search space such as ve-
locity

∨k−1
i (inertia influence), best-known position Pk−1

i (cognitive in-
fluence), swarm best known global position Pk−1

g (social influence) and
PSO algorithm parameters Wi,Cc,Sc∨k

i
= Wi ×

∨k−1

i
+Cc × (Pk

i − χk
i ) + Sc × (Pk

g − χk
i ) (3.4)
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χk
i = χk−1

i +
∨k

i
(3.5)

The local and global best particle position is calculated by following the
equation

Pk
i =

{
χk
i if Υ(χk

i ) < Υ(Pk−1
i )

Pk−1
i otherwise

(3.6)

Pk
g =

{
Pk

i if Υ(Pk
i ) < Υ(Pk−1

g )
Pk−1

g otherwise ‘ (3.7)

The robustness of the PSO algorithm is further examined by compar-
ing case 4 without weights, case 7 with weights, and case 8 with weights
but also considering the constriction factor for velocity. Fig. 13 clearly
shows better convergence of case 8 as compared to cases 4 and 7.

Figure 13: Convergence study of the PSO algorithm for cases 4, 7, and 8, see
Table. 2.
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(a) Initial particles’ position (case 1) (b) Iteration No. 44

(c) Initial particles’ position (case 2) (d) Iteration No. 50

(e) Initial particles’ position (case 3) (f) Iteration No. 51

Figure 14: Scatter representation of particles’ position for cases 4, 5, and 6
whose parameters are collected in Table. 2.
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(a) Initial particles’ position (case 4) (b) Iteration No. 47

(c) Initial particles’ position (case 5) (d) Iteration No. 42

(e) Initial particles’ position (case 6) (f) Iteration No. 38

Figure 15: Scatter representation of particles’ position for cases 1, 2, and 3
whose parameters are collected in Table. 2.
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3.2.3 Identification of cohesive zone graded interface prop-
erties

The benchmark test in Section 2.5 motivates the development of a ma-
chine learning technique that can automatically identify the properties of
a linearly graded cohesive interface to achieve a desired (target) mechan-
ical response. For those problems, the target response can be the maxi-
mum reaction force measured during the peeling test or even a measure
of the error in a suitable norm between the predicted force-displacement
curve and the experimental one to be identified.

For what concerns the candidate algorithms, there are numerous na-
ture inspired [102, 101, 103], evolutionary [197], and population [105]
based algorithms available in the literature. In the present work, particle
swarm optimization (PSO), a machine learning algorithm best suited for
data-driven inverse problems [28, 1], is exploited to identify the interface
properties. PSO [102] is a nature-inspired algorithm that looks for the
best answer inside the solution space. It does not rely on the gradient of
the objective function, whose functional expression is unknown, while
it requires the sampling of the objective function in the hyper-parameter
space, so it can be considered as a data-driven approach.

The method is based on a certain number of swarm particles dis-
persed in the solution space, and we seek to converge to a solution that
minimizes the cost function Υ. The model test problem (see Fig. 16) with
linearly graded interface properties is herein examined. The cost func-
tion to be minimized is herein defined as the error in the L2 norm be-
tween the predicted and the desired reaction force-displacement curve:

Υ(χ) = 1− 1

N

N∑
d=1

√√√√[∆Rxd(χ)
R̂xmax(χ)

]2
(3.8)

where ∆Rxd(χ) = Rxs − Rxt(χ). Rxs denotes the history of simu-
lated reaction forces for the range of imposed pseudo-time steps d (d =

1, . . . , N). The model test problem is conducted under displacement con-
trol till the N values of applied displacement are imposed, for a given
set of PSO model parameters. Analogously, Rxt(χ) represents the tar-
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get value of the reaction forces for the same values of the N imposed
displacements. R̂xmax(χ) = max(max(Rxs),max(Rxt(χ))) denotes the
maximum value of the reaction force out of the Rxs, Rxt(χ) values con-
sidering N imposed displacements. The cost function would tend to
Υ(χ) = 1 if the PSO simulated curve and the target response are the
same. The properties chosen to numerically generate the target response
for a linear graded interface are σmax = τmax = 20 MPa, gnc

= gtc ∈
(2.5− 7.5) mm.

Figure 16: Model sketch of the peeling test.

For the inverse parameter identification problem, three properties are
considered as free parameters: the maximum normal traction, σmax, the
critical normal gap (gnc

)L for the interface at x = L, and the critical nor-
mal gap (gnc

)0 at x = 0. The Mode II model parameters: the maximum
shear traction, τmax, the critical tangential gaps (gtc)L, (gtc)0 for the in-
terface at x = L, x = 0 respectively are set the same as Mode I model
parameters during analysis and therefore are not included in the para-
metric space.
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(a) Cost function

(b) Identified response at convergence

Figure 17: (a) Cost function vs. number of PSO iterations; (b) comparison
between PSO identified response and target response at convergence for the
peeling test problem with a linearly graded interface.
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(a) Initial particles’ position (b) Iteration No. 4

(c) Iteration No. 15 (d) Iteration No. 30

(e) Iteration No. 45 (f) Iteration No. 65

Figure 18: Position of the particles during the progress of the iterations
of the PSO algorithm applied to the peeling test problem with a linearly
graded interface.
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The feasibility domain is defined sufficiently wide to explore all the
physical solutions of the problem that are of potential interest:

Z = {10 < σn < 30 MPa; 0.01 < (gnc
)0 < 4 mm; 5 < (gnc

)L < 10 mm}
(3.9)

The implementation of the PSO constriction factor-based approach
[191], as discussed in Section 3.2.1, is exploited here to identify the co-
hesive interface parameters. The application of PSO to the present prob-
lem leads to the evolution of swarm particles’ position within the design
solution space shown in Fig. 18. The identified interface fracture prop-
erties at the end were σmax = 20.0001 MPa, (gnc

)0 = 2.5221 mm, and
(gnc)L = 7.5 mm, which are very close to the values used to generate the
target curve.

The evolution of the cost function is depicted in Fig. 17(a), and the
comparison between the identified response and the target response at
convergence is shown in Fig. 17(b).

3.3 Comparison of machine learning techniques

From previous Section 3.2, we confirm that the PSO algorithm accu-
rately identifies fracture parameters. Now the question arises: is PSO
the best out of all meta-heuristic algorithms mentioned in Section 3.1?.
The present section answers the above posed question by investigating
the performance of metaheuristic optimization algorithms when applied
to inverse phase-field fracture mechanics problems, which are required
to identify model parameters to match a given output response. The
above-selected algorithms as mentioned in Section 3.1 are compared in
relation to a notched specimen tested under tensile loading and for a
single edge notched bending (SENB) testing geometry to evaluate their
efficiency in the identification of the phase-field fracture mechanics pa-
rameters. The initial population is set the same for all algorithms for the
purpose of a consistent comparison. The geometry, loading, and bound-
ary conditions of the two test problems are shown in Figs. 19 and 20, re-
spectively. The following material properties are considered to be identi-
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fied: Young’s modulus E, the fracture energy Gc, and the internal length
scale parameter lc. The isotropic case (β = 0) is examined and the target
force-displacement target response curves for each test are synthetically
generated based on the set of parameters collected in Table. 3. The set
of parameters for the two test problems are selected to be very different
to assess the reliability of the methods in the case of materials with very
small or very large fracture energies. The initial population size of the
variables isNp = 30 and is randomly dispersed in the design-constrained
space. The search space is defined in such a way to obtain a feasible op-
timal parameter solution. The design-constrained space is also reported
in the same table. The combined PFF-MLA pseudo algorithm, which
integrates all the various optimization algorithms, is described in Algo-
rithm.3.

Figure 19: Geometry and boundary conditions of the tensile test problem
for an edge notched specimen.

The particles’ position within the design space at the end of the exe-
cution of the PFF-MLA algorithms (solution corresponding to the respec-
tive minima of the cost functions) for the two test problems are shown in
blue in Figs. 21, 22, respectively.

For the first test case related to the edge-notched specimen under
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Figure 20: Geometry and boundary conditions of the SENB test problem.

Test problem E (GPa) Gc (N/mm) lc (mm) Range E (GPa) Range Gc (N/mm) Range lc (mm)
Tensile test 210 2700 0.3 180 - 230 1200 - 3800 0.02 - 0.45
SENB test 1.4 7.5 1.2 0.9 - 2.5 1.5 - 12.5 0.3 - 3

Table 3: Input data to generate target responses and range of parameters for
the search space of the identification algorithms.

tensile loading (Fig. 21), the values to be identified are E = 210 GPa,
Gc = 2.7 kN/mm, lc = 0.1 mm and are shown with a red star in the
figures. They were closely matched by the PSO algorithm, see Fig. 21(a).
The PSO-GA and the ABC-PSO algorithms almost converged to the op-
timum solution, although not exactly matching the target (Figs. 21(b)
and 21(c)). The CS algorithm did not converge to the target solution (Fig.
21(d)) because the variables are trapped within their local minima. The
solution variables from the EJAYA and TLBO optimization algorithms
converged to a single point (Figs. 21(e) and 21(f)), which however does
not match the target values.

The same analysis is herein repeated for the SENB test problem (Fig.
22). The PSO algorithm shows a good convergence to the target solution
(E = 1400 MPa, Gc = 7.5 N/mm, lc = 1.2 mm), see Fig. 22(a). The PSO-
GA, EJAYA, and the TLBO algorithms converge to points away from the
target solution, see Figs. 22(b), 22(e), and 22(f). The ABS-PSO and CS
algorithms, as for the previous test problem, do not converge, see Figs.
22(c) and 22(d).

Hence, the above analysis shows that PSO is the most accurate and ro-
bust algorithm for phase-field fracture mechanics parameters’ identifica-
tion as compared to the PSO-GA, ABC-PSO, CS, EJAYA, and TLBO algo-
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rithms. This is further observed by the comparison among the simulated
force-displacement curves obtained at the end of the execution of each
optimization algorithm, where the PSO algorithm accurately matches the
target response curve for both test problems, see Figs. 23(a) and 23(b).

The results are further supported by checking and ensuring the solu-
tion obtained from the PSO algorithm during each optimization iteration
is trapped in local minima. The value of the cost function f(χopt) dur-
ing each iteration is calculated from Eq. 3.10 and it steadily decays with
the number of iterations in both testing problems, see Fig. 24. The plot
further confirms the comments on the results plotted in Figs. 21 and 22,
showing the difficulty of some meta-heuristic algorithms to reduce the
value of the cost function towards zero.

f(χopt) =

√√√√ n∑
d=1

[
∆Rxd(χopt)

Rxt(χopt)

]2
(3.10)

The above results confirm that the PSO algorithm is an efficient and
robust optimization method compared to PSO-GA, ABC-PSO, CS, EJAYA,
and TLBO algorithms to identify phase-field fracture mechanics param-
eters. Therefore, the PSO algorithm is explored in Section 5.2.2 to study
the influence of anisotropic parameter β in addition to E, Gc, lc parame-
ters.
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Algorithm 3 Integrated phase-field fracture (PFF) - machine Learning
algorithm (MLA) for parameters’ identification

1: Initialization
2: Input data: population size Np, maximum number of iterations
Itmax, MLA algorithm tuning parameters (if required)

3: Output data: optimized solutions Popt at the minimum of the cost
function Υ

4: Initialization
5: for all i = 1, . . . , Np do
6: Generate a population with random position χ0

i in the 3D (℘ = 3)
parametric space (E,Gc, lc) within the search space.

7: Evaluate cost function Υ(χ0
i ) by the phase-field for fracture FE

model.
8: end for
9: Assign Popt ← argminΥ(χ0

i )
10: Main loop of MLA algorithm
11: for k = 1, . . . , Itmax do
12: for all i = 1, . . . , Np do
13: Update solution χk

i based on the MLA algorithm
14: if χk

i ̸∈ ℘ then
15: reassign randomly χk

i in ℘
16: end if
17: end for
18: Popt ← χopt

19: end for
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(a) PSO (b) PSO-GA

(c) ABC-PSO (d) CS

(e) EJAYA (f) TLBO

Figure 21: Comparison of the particles’ position predicted by the different
optimization algorithms for the tensile test problem with an edge-notched
specimen. Not all the algorithms converge to the target response shown
with a red star.
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(a) PSO (b) PSO-GA

(c) ABC-PSO (d) CS

(e) EJAYA (f) TLBO

Figure 22: Comparison of the particles’ position predicted by the different
optimization algorithms for the SENB test problem. Not all the algorithms
converge to the target response shown with a red star.
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(a) Tensile test with edge-notched spec-
imen
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(b) SENB test

Figure 23: Force vs. displacement curves at the end of the execution of the
different optimization algorithms; the target response is highlighted by blue
stars.
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Figure 24: Cost function vs. number of iterations for the different meta-
heuristic algorithms.
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Chapter 4

Topology optimization
methods for structural
problems

Chapter 4 is partially based on the content of article in press [3].

Topology optimization of structures is a sophisticated computational tech-
nique focused on optimizing material distribution within a designated design
space to achieve superior structural performance with minimal material use. We
define an objective function, such as minimizing weight or maximizing stiffness,
and apply various constraints, iteratively adjusting the material layout using
methods like Solid Isotropic Material with Penalization (SIMP). Finite Element
Analysis (FEA) is used to assess structural performance under applied loads
at each step. This iterative process continues until an optimal or near-optimal
design is achieved, effectively balancing efficiency and performance. Topology
optimization is widely applied in aerospace, automotive, civil engineering, and
biomedical fields to develop lightweight, cost-effective, and innovative designs.
Despite challenges such as high computational costs and manufacturability is-
sues, advances in additive manufacturing are making the realization of com-
plex optimized structures increasingly feasible. Motivated by the above aspects,
this chapter provides a detailed discussion of the mathematical formulation and
numerical implementation of the topology optimization method for structural
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problems, with a particular focus on fracture issues.

4.1 Mathematical formulation of topology opti-
mization

Consider a design domain Ω discretized intoNe finite elements, and each
element e is assigned a topology density variable ϕe. The solid isotropic
with penalization (SIMP) material interpolation [119] is incorporated in
the design domain, which is controlled by the continuous design den-
sity variable ϕe. The design variable ϕe ranges between 0 − 1, which
varies within the discrete element of the structure, with 0 being for void
material and 1 for solid material. Hence, the material is interpolated as
follows:

E (ϕe) = Emin + ϕpe (E0 − Emin) , ϕe ∈ [0, 1] (4.1)

where E (ϕe) denotes Young’s modulus of the e-th element, Emin is a
dummy Young’s modulus much smaller than the other ones to model a
void (here we set it equal to 10−9). E0 is Young’s modulus of the material
whose shape has to be optimized, p is a penalty coefficient, and in the lit-
erature, a value of 3 [164] is typically chosen to ensure a clear distinction
between a solid and a void.

The general mathematical formulation of the optimization problem
reads as follows:

Minimize: C(ϕ) = UTKU =

N∑
e=1

Ee (ϕe)u
T
e k0ue

subject to : KU = F

Ne∑
e=1

ϕeve/

(
Ne∑
e=1

ve

)
= f

0 ≤ ϕe ≤ 1; e = 1, 2, . . . , Ne

(4.2)

where C(ϕ) is the objective function that depends on the design variable
ϕ, and it is proportional to the internal work of the mechanical system. ve
represents the e-th elemental volume in the design domain, such that the
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material distribution has to comply with the prescribed volume fraction
f . K,U, and F represent the assembled global stiffness vector, displace-
ment vector, and load vector.

The optimization problem in Eq. (4.2) can be solved by means of
optimality criteria method [171, 198] based on the following heuristic
updating scheme:

ϕnew
e =


max (0, ϕe −m) if ϕeBζ

e ≤ max (0, ϕe −m)

min (1, ϕe +m) if ϕeBζ
e ≥ min (1, ϕe −m)

ϕeB
ζ
e otherwise

(4.3)

where m is a positive moving limit, ζ = 1/2 is a numerical damping
coefficient, and Be is obtained from the KKT optimality condition given
below:

Be = −
∂c(x)

∂ϕe

(
Λ
∂v(x)

∂ϕe

)−1

(4.4)

where Λ is a Lagrangian multiplier chosen to satisfy the volume con-
straint, and its appropriate value can be found by employing a bisection
algorithm. Moreover, the sensitivities of the objective function c(x) and
the material volume v concerning the element densities ϕe are computed
as:

∂c(ϕ)

∂ϕe
= −pϕp−1

e (E0 − Emin)u
T
e k0u,

∂v(ϕ)

∂ϕe
= 1.

(4.5)

4.1.1 Filtering technique

To ensure the existence of solutions to the topology optimization prob-
lem and to avoid the formation of checkerboard patterns [199, 200] the
sensitivity filtering technique [164] is introduced as follows:

ρ̃e =

∑
j∈Ne

We,jϕj
∂c(ϕ)

∂xj
max(ϖ,ϕe)

∑
j∈Ne

We,j
(4.6)

where

We,j =

{ R0−rej
R0

for rej < R0

0 for rej ≥ R0
(4.7)
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being ρ̃e the sensitivity filter which modifies the sensitivities of the objec-
tive function c(ϕ) in Eq. (4.5),Ne is the subset containing the surrounding
elements within the filtered radius R0 to the e-th element, ϖ in Eq. (4.7)
is set equal to 10−3 to avoid division by zero. We,j is the linearly decay-
ing cone shape weighted filtering function of elements e and j, xj is the
non-filtered density of the j-th element within the filtered radius R0, rej
is the distance between the center of the element e to that of the element
j.

4.1.2 Benchmark tests for structural topology optimiza-
tion

The results of a series of benchmark tests well-known in the literature
used to test the structural topology optimization algorithm. The algo-
rithm for topology optimization proposed in [171] is dealt with in the
present work. The problems are related to beams with different con-
straints and loads, and all are discretized with 120 × 40 finite elements.
The results in terms of compliance vs. number of iterations are shown
in the figures below, see Figs. 25, 26, 27 and 28. Finally, the method is
applied to an L-geometry in Fig. 29.

For all the benchmark problems, a filtered radius rmin = 2 mm, a
Young modulus E0 = 210 GPa, a Poisson ratio ν = 0.3 and a Young
modulus Emin = 1 × 10−9 assigned to void regions are considered. The
constrained volumetric fraction f has been set equal to 0.5. The com-
pliance decreases with respect to the number of design iterations and
converges to a minimal value. The optimized topology of the structure
is greatly affected by boundary conditions and correctly predicted as in
the related literature [201, 164, 202]. The principal stress distribution for
each optimum structural topology has been highlighted, where red and
blue colors refer to tensile and compressive stresses, respectively. Prin-
cipal stress distribution diagrams might be useful and can be converted
to STL (Standard Triangle Language) file format, which can be exploited
for 3D printing operations.
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(a) Geometry (b) Principal stresses : Red color -
Tension, Blue color - Compression

(c) Compliance versus Number of design iterations

Figure 25: Structural topology evolution of cantilever beam subjected to
point load

69



(a) Geometry (b) Principal stresses : Red color -
Tension, Blue color - Compression

(c) Compliance versus Number of design iterations

Figure 26: Structural topology evolution of cantilever beam subjected to
uniformly distributed load
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(a) Geometry (b) Principal stresses : Red color -
Tension, Blue color - Compression

(c) Compliance versus Number of design iterations

Figure 27: Structural topology evolution of simple supported beam sub-
jected to point load
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(a) Geometry (b) Principal stresses : Red color -
Tension, Blue color - Compression

(c) Compliance versus Number of design iteration

Figure 28: Structural topology evolution of simple supported beam sub-
jected to uniformly distributed load
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(a) Geometry (b) Principal stresses : Red
color - Tension, Blue color -
Compression

(c) Compliance versus Number of design iteration

Figure 29: Structural topology evolution of L-bracket subjected to point load
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4.2 Topology optimization of substrates prone
to delamination

Now, in this section, we deal with structural design topology optimiza-
tion problems under the influence of cohesive interface fracture. The
methodology is challenged here in relation to the problem geometry al-
ready investigated in the Section 2.5.1, where a thin layer is peeled off
from the substrate; see the sketch in Fig. 30. In this problem, the interface
region has been discretized with 75 elements along its length, while the
deformable layer has been discretized with 75 elements along its length
and 8 over its thickness, and the optimization region (substrate) is dis-
cretized with 75 × 75 elements. The top right corner of the deformable
layer has a prescribed displacement imposed, that leads to a reaction
force P during the evolution of delamination.

Figure 30: Sketch of peeling test with boundary conditions for a substrate
with a delaminating interface, where the topology of the substrate has to be
optimized to maximize the stiffness of the mechanical system for different
levels of delamination.

The substrate region is the focus of our study concerning topology
optimization. Linearly graded cohesive interfacial properties are set equal
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to σmax = τmax = 10 MPa, gnc = gtc ∈ (2.5 − 7.5) mm, where the critical
normal and tangential gaps vary both linearly from 2.5 mm at x = 0, up
to 7.5 mm at x = L.

Considering a displacement load that increases linearly over a pseudo-
time variable, we can simulate stress conditions in the substrate corre-
sponding to varying degrees of progressive delamination of the bonded
layer, focusing on scenarios typical of the onset of debonding. The topol-
ogy optimization algorithm is applied after a specific portion of the in-
terface layer has debonded, and the structural topology evolution of the
substrate is studied. Further results investigate the influence of the sub-
strate volume fraction on optimum topology and compliance values, fol-
lowed by a study on topology optimization of the substrate subject to dif-
ferent prescribed displacement loading conditions, which in the present
case correspond to different portions of initial interface delamination.

4.2.1 Impact of volume fraction

The optimum topology of the substrate was initially studied for different
volume fractions under identical loading conditions. For this analysis,
five different substrate volume fractions f = 10%, 20%, 30%, 40%, and
50% were examined. The numerical topology optimization process, as
outlined in Fig. 33, was applied. Initially, a total displacement of 9 mm
was imposed at the top-right corner node, resulting in delamination up
to 0.08 mm along the interface. Subsequently, the topology optimiza-
tion (TO) process was conducted for various substrate volume fractions.
The findings indicate that the volume fractions f = 10% and 20% did
not yield practically feasible designs and exhibited very high oscillations
in compliance value throughout the iterations. However, volume frac-
tions f = 40% and 50% are promising for achieving feasible optimized
topological designs as depicted in Figs. 34(b),(c). In the figures, red rep-
resents the solid material, while blue indicates the void. Interestingly, the
topology pattern remains consistent for f = 30%, 40% and 50% volume
fraction-optimized structures. The impact of volume fraction f on the
mean compliance for f = 30%, 40% and 50% is shown in Fig. 32, which
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shows a decrease in the mean compliance with an increase in volume
fraction f . A comparison of the compliance value with respect to the
number of design iterations for volume fractions f = 30%, 40% and 50%
is shown in Fig. 31, revealing that the optimized substrate with f = 50%

is stiffer than those with f = 30% and 40%, as more material volume is
available to resist delamination. This study provides valuable insights
into evaluating the best-optimized designs for interface problems while
considering cost implications without compromising the system’s per-
formance. This analysis is highly beneficial for industrial applications
focused on finding optimized structures, especially when design con-
straints are clearly defined, to ensure better functionality of the structure.

4.2.2 Examples

We examined two cases to study the topology evolution of the substrate
under different far-field imposed displacements. The volume fraction f
of the substrate is set to 0.5, which provides better structural strength out
of f = 30%, 40% and 50% as mentioned in Section 4.2.1. In the first case,
a total displacement of 9 mm is applied to the top right corner node, re-
sulting in delamination of up to 0.08 mm along the interface. With the
displacement load fixed, the topology optimization algorithm is itera-
tively applied. The detailed algorithmic implementation of FEM-TO is
illustrated in Fig. 33. The resulting structural topology evolution of the
substrate is shown in Fig. 35. In the second case, a total displacement
load of 12 mm is applied, leading to a longer delamination of 0.2133 mm
along the interface. The structural topology evolution of the substrate
was recomputed and is displayed in Fig. 36. The different far-field total
imposed displacements in cases 1 and 2 cause the non-linear response
of the linearly graded cohesive interface properties to generate different
stress fields and compliance values. Consequently, different optimized
structural topology patterns emerge, as seen in Figs. 35 and 36 for the
two test problems. Despite some local variations, the patterns are quite
similar, suggesting that it is effective to design substrate topologies with
localized densities to maximize the structure’s stiffness and resist delam-
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Figure 33: Flow chart showing combined FEM-TO algorithm for topology
optimization of substrate in correspondence of different portions of initial
delamination along the interface.
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(a) f = 30% (b) f = 40% (c) f = 50%

Figure 34: Optimized substrate topology for different volume fractions.

Figure 35: Structural topology evolution of the substrate for an interface
with initial debonding of 0.08 mm.
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Figure 36: Structural topology evolution of the substrate for an interface
with initial debonding of 0.2133 mm.

The current topology optimization framework has been extended to
investigate L-shaped structural geometry similar to as mentioned in Fig.
29(a). The cohesive zone interface is located in between the vertical and
horizontal sections, as shown in Fig. 37. In this study, the vertical sec-
tion considered as the substrate to be optimized measures 0.5 × 0.5 mm2

and is meshed with 2500 elements. The horizontal section, a deformable
region with dimensions 1 × 0.3 mm2, is meshed with 3000 elements, and
a linear graded interface region of thickness 0.01mm is discretized with
50 elements. A vertical point load P, is applied at top right corner of the
deformable region. For numerical analysis, the substrate, deformable,
and linearly graded interface region properties are set the same as the
previous peeling test problem.
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Two cases were examined to study the topology evolution of the sub-
strate under different far-field imposed displacements of 9 mm and 24
mm, respectively. The topology optimization process, as outlined in Fig.
33, was applied. Preliminary investigation reveals that volume fraction
f = 50% is not able to provide a feasible optimized design structure.
The material discontinuity in the substrate region makes it unsuitable to
achieve the desired structural performance. Therefore, the volume frac-
tion f = 60% is considered for analysis. The total displacement of 9 mm
and 24 mm leads to delamination of 0.14 mm and 0.2 mm, respectively.
Hence, the topology evolution and optimized substrate region pattern
are different, as one can observe from Figs. 38 and 39, respectively.

Figure 37: Sketch of L-shape structure with boundary condition and load-
ing for a substrate with a delaminating interface, where the topology of the
substrate has to be optimized to maximize the stiffness of the mechanical
system for different levels of delamination.
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Figure 38: L-shape structural topology evolution of the substrate section for
an interface with initial debonding of 0.14 mm.
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Figure 39: L-shape structural topology evolution of the substrate section for
an interface with initial debonding of 0.2 mm.

4.3 Mathematical formulation for topology op-
timization applied to phase-field fracture

In this section, we address structures that have failed due to fracture
and explore how to optimize these structures to resist fracture propaga-
tion. The phase-field for fracture is integrated with topology optimiza-
tion, which optimizes material distribution within a given design space
and allows for structural optimization with enhanced fracture resistance.
Consider a design domain Ω discretized intoNe finite elements, and each
element e is assigned a topology density variable ϕe. The density vari-
able ϕe = 1 corresponds to an inclusion phase, and ϕe = 0 corresponds to
the matrix phase. {ϕ} = {ϕ1, ϕ2, .....ϕNe

} represents density values in the
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finite element mesh domain with a range ϕ ∈ {0− 1}.
In the present work, we employ SIMP methodology considering two-

phase material. The material interpolation follows.{
Ee = ϕe

pEince + (1− ϕep)Emate ,
ψce = ϕe

pψc,ince + (1− ϕep)ψc,mate
(4.8)

where {Einc, ψc,inc}, {Emat, ψc,mat} are {Young’s modulus, fracture en-
ergy density} properties of inclusion and matrix phase respectively. p
represents the penalty coefficient set value as 3 in SIMP methodology for
convergence of ϕ to {0, 1}

Displacement loading condition is applied for structural stability. For
the applied displacement load, the objective function is to maximize the
mechanical work of the structure during the event of the fracture process.
In mathematical formulation the total mechanical work W∆u is approxi-
mated using trapezoidal rule

W∆u =

nload∑
k=1

∆W (k) ≈ 1

2

nload∑
k=1

(
f
(k)
ext + f

(k−1)
ext

)T
∆u(k) (4.9)

where nload represents the number of displacement loading incre-
ments till failure of the structure, {f (k)ext , f

(k−1)
ext } represents external nodal

force vector which includes nodal reaction force, surface traction, and
volume forces at the {(k)-th,(k-1)-th} loading increment.

The optimization formulation in discretized form is given as

Maximize : W∆u(ϕ,u, ϕ)

subject : K(k)
u u(k) − f (k)u = 0, k = 1, 2, . . . , nload

Ne∑
e=1

ϕeve/

(
Ne∑
e=1

ve

)
= vinc

0 ⩽ ϕe ⩽ 1, e = 1, 2, . . . , Ne

un ∈ Su, n = 1, 2, . . . , kload

ϕn ∈ Sϕ, n = 1, 2, . . . , kload ,

(4.10)

where vinc represents target design inclusion volume. In this work,
we employ a gradient-based optimization algorithm named the Optimal-
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ity Criteria (OC) method. Sensitivity analysis is an important step in
the topology evolution process, which is the change in objective function
with respect to density variables. Here, we considered the methodology
applied in [153].

4.4 Non linear system sensitivity analysis

The variation of the objective function with respect to the density vari-
able using the adjoint method given as

W∆u ≈W ⋆ =
1

2

nload∑
k=1

{(f (k)u + f (k−1)
u )T∆u(k)

+ (L(k)
1 )TRu

(k) + (L(k)
2 )TRu

(k−1)}

(4.11)

L1,L2 are the lagrangian multiplier having the same dimensions as
displacement vector u, Ru

(k) and Ru
(k−1) are the mechanical residual

(see Section 2.3) at (k)-th,(k-1)-th loading increment.
The displacement components at the prescribed nodes and the force

components at the free nodes for the displacement-controlled loading
problem are unaffected by the current value of ϕ. Here, we introduce
the concept of essential (E) linked to Dirichlet boundary conditions and
non-essential degrees of freedom (F) linked to free nodal values. Then
we have a vector q and a matrix Z represented as

q ∼
[

qE

qF

]
Z ∼

[
ZEE ZEF

ZFE ZFF

]
(4.12)

With the above concept, the differentiation of displacement and force
components with respect to ϕ at k-th load increment is given as

∂u(k)

∂ϕe
=

[
0

∂u
(k)
F

∂ϕe

]
,

∂∆u(k)

∂ϕe
=

[
0

∂∆u
(k)
F

∂ϕe

]
,

f (k)u =

[
f
(k)
u,E

0

]
,

∂f
(k)
u

∂ϕe
=

[
∂f

(k)
u,E

∂ϕe

0

] (4.13)
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Therefore for arbitrary load increment indices l, k = 1, 2, ....nload we
have

∂

∂ϕe

((
f (l)u

)T
∆u(k)

)
=

(
∂f

(l)
u

∂ϕe

)T

∆u(k) +
(
f (k)u

)T ∂∆u(k)

∂ϕe

=

(
∂f

(l)
u

∂ϕe

)T

∆u(k)

(4.14)

The derivative of the objective function W ⋆ wiht resepct to density
variable ϕ is given as

∂W ⋆

∂ϕe
=
1

2

nload∑
k=1

{
∂(f

(k)
u + f

(k−1)
u )T

∂ϕe
∆u(k)

+ (L(k)
1 )T

∂R(k)

∂ϕe
+ (L(k)

2 )T
∂R(k−1)

∂ϕe

} (4.15)

where residual force terms can be rewritten as

∂R(l)

∂ϕe
=
∂f

(l)
u

∂ϕe
− ∂K

(l)
u

∂ϕe
u(l) −K(l)

u

∂u(l)

∂ϕe
(4.16)

Therefore Eq. (4.15) can be reformulated as

∂W ⋆

∂ϕe
=
1

2

nload∑
k=1

{(
∂f

(k)
u,E

∂ϕe

)T

(∆u
(k)
E + L(k)

1,E) +

(
∂f

(k−1)
u,E

∂ϕe

)T

(∆u
(k)
E + L(k)

2,E)

− (L(k)
1 )T

(
∂K

(k)
u

∂ϕe
u(k) +K(k)

u

∂u(k)

∂ϕe

)
− (L(k)

2 )T
(
∂K

(k−1)
u

∂ϕe
u(k−1) +K(k−1)

u

∂u(k−1)

∂ϕe

)}
(4.17)

The important step is to choose Lagrangian multipliers L(k)
1 , L(k)

2

carefully in order to eliminate implicit terms so that sensitivity of the
objective function can be calculated explicitly. The first two terms of the
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Eq. (4.17) can be eliminated by setting it as

L(k)
1,E = −∆u

(k)
E and L(k)

2,E = −∆u
(k)
E

(4.18)

Now the Eq. (4.18) can be re-written as

∂W ⋆

∂ϕe
= −1

2

nload∑
k=1

{(
L(k)
1

)T ∂Kn
u

∂ϕe
u(k) +

(
K

(k)
u,FEL

(k)
1,E +K

(k)
u,FFL

(k)
1,F

)T ∂u
(k)
F

∂ϕe

+(L(k)
2 )T

∂K
(k−1)
u

∂ϕe
u(k−1) + (K

(k−1)
u,FE L

(k)
2,E +K

(k−1)
u,FE L

(k)
2,F)

T ∂u
(k−1)
F

∂ϕe

}
(4.19)

From Eq. (4.19) to eliminate the second and fourth terms of implicit
in nature, we choose
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Finally, using Eq. (4.18) and Eq. (4.20), the sensitivity of the objective

function at the element level χe can be obtained as
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,

e = 1, . . . , Ne,

(4.21)

in which ∂k(k)
u,e

∂ϕe
represents a change in elemental stiffness value con-

cerning density variable at k-th load increment. The detailed procedure
of execution of the problem is explained in Algorithm.4

The topology optimization process suffers from check-board pattern,
mesh dependency, singularity phenomenon, jagged edges, local stress
constraints, and grey regions in the structural elements. To overcome
these issues partially or fully cone-shaped density filtering scheme pro-
posed in Section 4.1.1 is implemented.
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Algorithm 4 Topology optimization of fracture problems

1: Input : Density vector Φk , i=1
2: while Err > Tol do
3: Data initialization u0,Φ0 andH0 at time t0 are known
4: for all time incremental steps k = 1, ...nload: starts at k = 1 do
5: tk ← t0+∆t (∆t :small time increment)
6: Step 1: Compute Ku from Eq. (2.41)
7: Compute displacement field uk

ti from Eq. (2.40)
8: Step 2: Compute KΦ from Eq. (2.44)
9: Compute maximum strain energy Hmax at each gauss points

from Eq. (2.34)
10: Computer phase-field Φk

ti from Eq. (2.43)
11: u0← uk

ti , ϕ0← ϕkti
12: k← k+1 , to← ti
13: Compute incremental sensitivity Calculation χtk and incremen-

tal mechanical work W tk

14: end for
15: Output : χk = χnload and W k =Wnload

16: Filtering scheme
17: Optimality criteria method
18: if i> 10 then
19: Err =

|∑i
m=i−4 Wm−

∑i−5
n=i−9 Wn|∑i−5

n=i−9 Wn

20: else
21: Err=1
22: end if
23: i← i+1
24: end while

Now, we introduce a novel framework that integrates structural TO
with fracture simulations using PFF. This approach determines the op-
timal topology for structures with initial damage, a scenario not pre-
viously addressed in existing literature [160, 152, 156, 153, 157] e.t.c to
name a few. For example, consider a scenario where the phase-field
method is applied to an undamaged structure under a specific load, termed
the service load—to test the structure’s response, potentially inducing
minor initial damage. Following this, topology optimization is employed
on the now-damaged structure to determine the optimal distribution of
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materials to mitigate the initial damage or crack effects. Typically, the al-
gorithm is expected to suggest reinforcements around the defect or crack
to fortify it. This process necessitates clearly explaining the optimization
objectives and conditions, such as maximizing stiffness with the same
material quantity or achieving the same stiffness with less material. Be-
yond the standard response maximization through topology optimiza-
tion, conducting a phase-field simulation on the optimized structure is
beneficial in evaluating its behavior and determining if the new internal
arrangement of materials can prevent or slow down crack propagation.
This combined approach first triggers initial damage in the structure us-
ing PFF optimizes the configuration to reinforce it near the crack zone
with the help of TO and subsequently evaluates its enhanced fracture re-
sistance. The detailed procedure of the proposed approach is mentioned
in Fig. 52 for full implementation in the PFF-TO regime.

4.5 Examples

This section analyzes three benchmark test problems to show the robust-
ness of the proposed PFF-TO formulation outlined in Fig. 52. In all the
numerical examples considered, quadrilateral bi-linear finite elements
are chosen with plain strain assumption. 2D CAD models are prepared
in the Gmsh software [203]. In test problems, we examine composite
structures composed of matrix and inclusion phases. We aim to deter-
mine the optimal shape of the inclusion material during the TO process,
maximizing fracture resistance across the entire structure. The inclusion
volume fraction (vinc) remains constant throughout the TO process. The
material properties of both the matrix and inclusion phases are consis-
tent across all test cases, as detailed in Table. 4. The proposed PFF-TO
formulation is coded in Matlab-based FEM software [186]. Finally, result
analysis is carried out in the Paraview platform [204], an open-source
scientific visualization software best suited for post-processing work.
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Phase material Young’s modulus E (MPa) Poission’s ratio ν Critical fracture strength σc (MPa)
Inclusion 52000 0.3 30

Matrix 10500 0.3 10

Table 4: Material properties of the matrix and inclusion phase during nu-
merical simulations

A rectangular composite plate measuring 100 × 50 mm2 is analyzed, fea-
turing a pre-existing notch with a width of 0.01 mm. The domain is
discretized into a grid of 120 × 60 square finite elements. Fig. 40(a),(b)
provides an illustration of the geometric configuration, boundary condi-
tions, and meshing arrangement pertinent to the test problem scenario.
The phase-field model characteristic length scale parameter (lc) and fil-
tered radius (rmin), both set to twice the length of the finite elements
(he), denoted as lc = rmin = 2 he. Boundary conditions entail constrain-
ing the plate’s top and bottom edges along the y-direction while the left
and right edges undergo prescribed horizontal displacements. Initially,
a displacement increment (∆U ) of 0.004 mm is applied for the first five
load increments, followed by a reduced increment of 0.001 mm for sub-
sequent increments until plate failure. Dirichlet boundary conditions are
prescribed at nodes along the pre-existing notch, setting the phase-field
variable (Φ) to 1.

The investigation focuses on the structured problem, considered to be
an initially damaged structure. Given the pre-existing fracture, the ma-
terial properties exhibit non-homogeneity across the structure’s region.
Our objective is to conduct topology optimization for damaged struc-
tures, with a primary emphasis on fracture resistance. Initially, a dis-
placement loading increment of 0.022 mm is applied to induce damage
within the material, as illustrated in Fig. 40(a). Subsequently, a topol-
ogy optimization algorithm is employed to facilitate the evolution of the
structure’s topology. The convergence criterion for optimality is set at a
tolerance error of 10−5 to terminate the iterative optimization process. To
maintain the integrity of the optimization process and not interfere with
sensitivity analysis, particular attention is paid to the region proximal to
the fractured surface. We ensure this by selecting a cluster of nodes near
the fractured area, encompassing all nodes at a reasonable distance from
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the fractured surface. This constraint is enforced by designating the de-
sign variable ϕ = 1 (representing the matrix material) in Fig. 40, depicted
in green.

(a) Test model 1 with damage

(b) Finite element mesh

Figure 40: Geometry, boundary conditions and meshing details of already
fractured composite plate subjected to incremental traction load along x-
direction
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Figure 41: Topology evolution of inclusion region (vinc = 10%) and respec-
tive crack pattern for induced damaged structure of test problem 1

The target volume fraction for the inclusion phase region is estab-
lished at 10%. Fig. 41 illustrates the progressive evolution of the inclu-
sion topology region alongside the corresponding crack patterns through-
out the optimization process. Notably, the emergence of inclusion ma-
terial initiates from the fractured tip and gradually accumulates along
the path of the crack from preceding design iterations. Eventually, the
evolution of the inclusion material within the structure culminates in an
optimal state, achieving a value of 17.81 mJ, surpassing the initial design
objective value of 10.96 mJ as one can observe in Fig. 41. The crack propa-
gation and fracture resistance of the initial and final optimized design are
depicted in Fig. 43. In the analysis of crack evolution, the crack initiates
from the tip of the initial fracture during the displacement loading phase.
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Subsequently, it bifurcates into two branches around the left and right
corners of the inclusion pattern region, extending until structural fail-
ure occurs. Fig. 42 presents the relationship between reaction force and
imposed displacements for the initial and final optimized design struc-
tures for specified volume fraction (vinc = 10%). The optimized design
demonstrates a notable increase of 58.15% in peak load before fracture
and a corresponding 67.3% enhancement in toughness value compared
to the initial design structure.
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Figure 42: Reaction force-displacement curve of the already fractured struc-
ture for the initial and final optimized design (vinc = 10%) for test problem
1
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(a) Initial design

(b) Final design

Figure 43: Fracture resistance and crack growth of the initial design and
final optimized inclusion phase design (vinc = 10%) of test problem 1

The numerical setup for test problem 2 involves a 2D plate contain-
ing a singular pre-existing crack notch of width 0.1 mm at the center
on the left side of the plate, as illustrated in Fig. 44(a). The plate di-
mensions are 50 × 100 mm2 . It is uniformly discretized into 60 × 120
square-shaped bilinear elements (see Fig. 44(b)). The lower end of the
plate is constrained vertically and free horizontally, while the left bottom
corner node is fixed in both directions to prevent rigid body motions. In-
cremental displacement loads are applied at the upper end of the plate,
with an initial displacement of 0.01 mm for the first five load increments,
followed by 0.0025 mm for subsequent increments. Loading continues
until the reaction force falls below a predetermined threshold, indicating
complete structural failure.
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(a) Test model 2 with damage (b) Finite element
mesh

Figure 44: Geometry, boundary conditions and meshing details of already
fractured plate subjected to incremental normal load along y-direction

Dirichlet conditions are enforced on the crack phase-field to emulate
the presence of a pre-existing crack notch, maintaining a prescribed value
(Φ = 1) along the crack. Initially, the structure undergoes damage, as il-
lustrated in Fig. 44(a), induced by an applied displacement loading in-
crement of 0.0525 mm. This step is undertaken further to investigate the
fracture resistance within the damaged composite structure utilizing the
Topology Optimization (TO) procedure. The vicinity surrounding the
initial induced damage is designated as a non-designable area to prevent
the inadvertent inclusion of material within the pre-existing fracture re-
gion. This precautionary measure ensures the exclusion of irrelevant op-
timized designs. The selection of an appropriate region sufficiently dis-
tant from the fracture surface is crucial to avoid undue influence on the
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sensitivity analysis of the objective function during the optimization pro-
cess. This is achieved by confining the region with the design variable ϕ
= 1 (representing the matrix material) in Fig. 44(a), indicated in green.

Figure 45: Topology evolution of inclusion region (vinc = 10%) and respec-
tive crack pattern for a predefined matrix region of test problem 2

The evolution of inclusion typologies, final crack patterns, and the
history of the design objective value (mJ) is illustrated in Fig. 45. The
results demonstrate a gradual enhancement in the fracture resistance of
the composite structure in tandem with the associated crack propagation
patterns during the optimization process. Regarding the discussion on
crack evolution, the crack commences from the tip of the initial fracture
region during the displacement loading phase. It then divides into two
branches around the upper and lower corners of the inclusion pattern
region, extending until structural failure becomes evident during the op-
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timization iteration process, as illustrated in Fig. 45. Fracture resistance
between the optimally designed composite structure and the initial de-
sign is compared through a comprehensive fracture simulation for both
cases, as illustrated in Fig. 47. Notably, Fig. 46, which represents the
reaction force-displacement plot of an initial and optimal structure de-
sign, indicates a substantial increase of 70.94% in fracture toughness and
47.61% in peak force. Moreover, the design objective values for the initial
and final optimized designs are determined to be 12.46 mJ and 18.56 mJ,
respectively, as depicted in Fig. 45.
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Figure 46: Reaction force-displacement curve of the already fractured struc-
ture for the initial and final optimized design (vinc = 10%) of test problem 2
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(a) Initial de-
sign

(b) Final design

Figure 47: Fracture resistance and crack growth of the initial design and
final optimized inclusion phase design (vinc = 10%) of test problem 2

The numerical setup for test problem 3 involves a 2D plate with two
pre-existing crack notches of width 0.1 mm at the left and right sides
of the plate. The plate, with dimensions of 50 × 100 mm, is uniformly
divided into 60 × 120 square-shaped bilinear elements (Fig. 48(b)) with
the position of the notch, boundary, and loading conditions shown in
Fig. 48(a). Its lower end is constrained vertically and free horizontally,
while the left bottom corner node is fixed in both directions to prevent
rigid body motions. Incremental displacement loads are applied at the
upper end of the plate, beginning with an initial displacement of 0.01 mm
for the first five load increments, followed by 0.005 mm for subsequent
increments. Loading persists until the reaction force diminishes below a
predetermined threshold, indicating full structural failure.

Dirichlet conditions are imposed on the crack phase-field to simulate
the presence of a pre-existing crack notch, maintaining a prescribed value
(Φ = 1) along both cracks. Initially, the structure experiences damage (see
Fig. 48(a)) induced by an applied displacement loading increment of
0.055 mm. This step is taken to investigate the fracture resistance within
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the damaged composite structure using the Topology Optimization (TO)
procedure. To prevent the inadvertent inclusion of material within the
pre-existing fracture region, the vicinity surrounding the initial induced
damage is designated as a non-designable area. This precaution ensures
the exclusion of irrelevant optimized designs. Selecting an appropriate
region at a sufficient distance from the fracture area is crucial to avoid in-
terfering with the calculation of sensitivity analysis during the optimiza-
tion process. This is accomplished by confining the region with the de-
sign variable ϕ = 1 (representing the matrix material), as shown in green
in Fig. 48(a).

(a) Test model 3 with damage (b) Finite element
mesh

Figure 48: Geometry, boundary conditions and meshing details of already
fractured plate subjected to incremental normal load along y-direction

Fig. 50 illustrates the progression of inclusion types alongside their
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eventual crack patterns and the history of design objectives. Similar to
the previous test problems, the composite structure’s fracture resistance
gradually improved with increase in fracture toughness, peak force to
46.6 %, 19.18% respectively compared to initial design as depicted in Fig.
50. Additionally, the design objective values for the initial and final op-
timized designs are established as 9.64 mJ and 14.5 mJ, respectively, as
shown in Fig. 50. Due to the placement of cracks on opposite sides of
the plate, cracks manifest in an anti-symmetric fashion towards the left
and right sections of the structure. Fig. 51 depicts the propagation of
cracks through the initial and optimum design of the inclusion phase of
the composite structure. The crack propagation through the inclusion
region might be due to two cracks placed on opposite sides of the plate.

Figure 49: Topology evolution of inclusion region (vinc = 10%) and respec-
tive crack pattern for induced damaged structure of test problem 3
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Figure 50: Reaction force-displacement curve of the already fractured struc-
ture for the initial and final optimized design of test problem 3 (vinc = 10%)

(a) Initial de-
sign

(b) Final design

Figure 51: Fracture resistance and crack growth of the initial design and
final optimized inclusion phase design (vinc = 10%) concern test problem 3
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Figure 52: Flow chart showing combined PFF-TO algorithm for topology
optimization of initial damaged structures to enhance crack resistance.

102



Chapter 5

Machine learning applied
to polymer materials

Chapter 5 is partially based on the content of the publication [1].

Applying the particle swarm optimization (PSO) algorithm, a machine learn-
ing technique to the identification of material properties in polymer materials,
represents an advanced computational approach to solving inverse problems. In
the context of polymers, PSO can be utilized to infer intrinsic material proper-
ties—such as modulus of elasticity, yield strength, maximum load, etc.— from
experimental data, like stress-strain responses or load-displacement results. By
iteratively adjusting the positions of the particles towards the optimal solution,
PSO effectively tackles the complex, nonlinear relationships between observed
data and material properties. This method enhances the accuracy of predictions
and minimizes the need for extensive physical testing, facilitating the efficient
design and optimization of polymer materials with desired properties. Conse-
quently, PSO provides a powerful tool for researchers and engineers to develop
advanced polymer-based materials tailored for specific applications using addi-
tive manufacturing technology applied to automotive, aerospace, and biomedical
industries. The Chapter mainly focuses on examining in detail the critical pa-
rameters of PFF models, such as the internal length scale parameter lc in the
isotropic case and the penalty parameter β in the anisotropic, which are sen-
sitive to numerical results when subjected to different geometry, loading and
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boundary conditions.

5.1 Application to ABS co-polymer

The robustness of the PSO algorithm applied to the identification of frac-
ture mechanics parameters is herein assessed in relation to experimental
results of ABS co-polymer material subjected to tensile and three-point
bending loading conditions. A series of uni-axial and three-point bend-
ing experimental tests was carried out using the universal testing ma-
chine Zwick/Roell Z010TH available in the experimental laboratory of
the Multi-scale Analysis of Materials Research Unit at IMT Lucca. The
scatter in the experimental curves shown in Figs. 54(a) and 57(a) is due
to the typical effect induced by a slight variation in the amount of ad-
ditives used to reduce swelling in ABS materials for injection moulding
[205].

The PF formulation based on the AT-2 model proposed in Chapter2
has been applied to simulate the corresponding tests, and coupled with
the PSO algorithm, parameter identification has been performed. All
the routines are coded in MATLAB, release 2020b. Young’s modulus E,
fracture parameters Gc (fracture energy), and lc (internal length scale)
were chosen as PSO swarm particle parameters to be identified. The
range of ABS properties to conduct PSO-PF simulations were taken from
literature: tensile strength σmax ∈ {22, 49} MPa, E ∈ {1100, 2900} MPa,
Poisson’s ratio ν = 0.37 and fracture toughnessKIC ∈ {1.2, 4.2}MPa

√
m.

Exploiting the correlations Gc =
K2

IC(1−ν2)
E and lc = 27

256
GcE

(1−ν2)σ2
max

, we
derived the following range of variability for Gc ∈ {1.25, 13.8} N/mm
and lc ∈ {0.25, 3.8}mm.

5.1.1 Uni-axial tensile tests

Experimental tests were conducted and repeated 15 times on specimens
of ABS material under uni-axial tensile loading conditions as per ASTM
D638[53] standards. The specimen geometry is length × width × thick-
ness = 114× 10.2× 4.5 mm and boundary conditions are depicted in Fig.

104



53. Stress-strain curves are shown in Fig. 54(a). PF numerical simulations
have been performed by replicating the experimental conditions (see Fig.
53) with a Dirichlet boundary condition Φ = 0 [177, 206] imposed on the
phase-field at both ends of the tensile test model.

(a) Photo
of ABS
dog-bone
specimens

(b) Boundary
conditions
and geomet-
rical data

(c) FE mesh

Figure 53: Photo of the specimen, dimensions and boundary conditions, FE
mesh.

Since uni-axial tensile tests are not suitable for fracture mechanics
characterization, we set an average value ofGC = 7.5 N/mm taken from
the literature for all the 15 numerical simulations, and we identify the pa-
rameters E and lc which influence the initial linear elastic regime of the
stress-strain curves and the material tensile strength (computed from the
peak load value before specimen failure). Therefore, the PF-PSO simula-
tions are conducted with swarm particles in the parameter space (E, lc),
with admissible range for E ∈ {1100, 2900}MPa and for lc ∈ {0.25, 3.8}
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mm. Fig. 54(b) shows the optimal PSO-PF response of the 15 stress-strain
curves that minimize the error from the experimental ones. Table. 5 col-
lects the PSO-identified parameters for the 15 tests. From this analysis,
considering the mean values and the standard deviations, the identified
Young modulus corresponds to E±σE = 1157.904.01±34.8223 MPa, and
the internal length scale lc ± σlc = 1.3361± 0.0408 mm.

(a) Experimental results (b) Numerical simulations

Figure 54: Experimental and numerical simulation results identified (corre-
sponding to the identified model parameters).

5.1.2 Three-point bending tests

Three-point bending tests with notched samples are now considered since
they can also be exploited for fracture mechanics characterization, and
therefore, it is possible to apply the PSO algorithm combined with the
PF simulation framework to identify all the three model parameters, E,
lc and Gc, and critically compare the outcome with the results of the pre-
vious parameters’ identification concerning uni-axial tensile tests.

Experimental tests were conducted on a set of ABS specimens with an
initial sharp V-notch under the three-point bending loading as per ASTM
D5045-14[55] standards, see Figs. 55(a) and (b), showing the initially un-
deformed configuration and the specimen at failure, with the formation
of crazing at the notch tip which is highlighted by the change of color of
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Test # E (MPa) lc (mm)
1 1130.39 1.281
2 1116.48 1.306
3 1215.08 1.415
4 1197.61 1.362
5 1183.24 1.3201
6 1169.185 1.359
7 1120.501 1.29
8 1164.818 1.321
9 1123.67 1.273

10 1141.05 1.33
11 1107.73 1.3917
12 1193.6 1.376
13 1152.43 1.318
14 1203.6 1.3472
15 1149.186 1.3508

Mean 1157.904 1.3361
Std. dev. 34.8223 0.0408

Table 5: PSO identified E and lc parameters for the 15 tests in Fig. 54, with
their mean and standard deviation values.

ABS from yellow to white, due to the stretching of the polymeric fibers
during crack growth. The spread of crazing in the direction orthogonal to
the mid-span cross-section is quite consistent and it certainly represents
a zone of diffuse damage that could be simulated using the phase-field
approach to fracture with a finite -not vanishing- internal length scale lc.
As compared to PMMA investigated in [25], ABS is, therefore, much less
brittle.

The geometrical data are shown in Fig. 55(c) and a FE mesh with
linear quadrilater finite elements with a fine discretization near the mid
cross-section and a coarser one far from the perspective crack path has
been used, see Fig. 55(d). A preliminary mesh sensitivity analysis has
been performed for the PF simulations, considering 1614, 7076, or 13984
four-noded quadrilateral finite elements using different degrees of re-
finement of the mesh far from the mid-cross-section. Provided that the
mid-cross-section is properly discretized, the numerical predictions were
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almost unaffected (see Fig. 56), and the discretization consisting in 1614
FE has been considered for the parameter identification issue to speed
up computation time.

(a) Undeformed specimen

(b) Deformed specimen at failure

(c) Geometry and boundary conditions (measures in mm)

(d) FE model

Figure 55: Experiment specimen and geometrical details (in mm), loading,
boundary condition, meshing details of a numerical model for three-point
bending loading case
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Figure 56: Mesh convergence study for 3pt bending PF simulation.

Force vs. mid-span displacement curves for the 15 tests are shown
in Fig. 57, comparing the experimental curves (left panel) with the re-
sults of the numerical simulations (right panel) corresponding to the
identified best model parameters by the PSO algorithm. Again, the fol-
lowing range of values has been considered for E ∈ {1100, 2900} MPa,
Gc ∈ {1.25, 13.8} N/mm, lc ∈ {0.25, 3.8}mm.

(a) Experimental results (b) Numerical simulation results

Figure 57: Representation of experimental and numerical simulations of 15
force-displacement curve results.
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Table. 6 collects all the identified parameters E, Gc, and lc, with their
respective mean values and standard deviations. Results can now be
compared with the outcome of the identification performed on uni-axial
tensile tests on the same materials, which was limited to two model pa-
rameters, E and lc. The identified Young modulus in the case of three-
point bending tests was 1153.07 ± 35.03 MPa, and it is very close to the
identified Young’s modulus from the uni-axial tensile tests, which was
estimated as 1157.90 ± 34.82 MPa. The identified fracture toughness
from three-point bending tests is 8.85±1.94 N/mm and it compares well
with the average value taken from the literature and equal to 7.5 N/mm
that was set for all the uni-axial tensile tests. A major discrepancy is
on the other hand observed as far as the internal length scale parameter
lc is concerned: the identified value from the three-point bending tests is
0.346±0.157 mm, while from the uni-axial tensile tests it was 1.336±0.041
mm. In addition of being smaller, the scatter also increased, as one can
notice from the higher value of the standard deviation. Henceforth in-
verse analysis procedure is strongly suggested to identify length scale
parameters for different geometry loading test problems [207]

The comparison between the identified parameters for the two test
geometries shows that estimating lc from uni-axial tensile tests and ap-
plying it to other testing geometry can lead to wrong predictions. To bet-
ter highlight this result, we propose in Fig. 58 a comparison between PF
simulations for the two types of tests conducted with different identified
values of the internal length scale parameter: (i) identified values from
uni-axial tests: lc = 1.37 mm, E = 1157.90 MPa and Gc = 7.5 N/mm; (ii)
identified values from notched three-point bending tests: lc = 0.35 mm,
E = 1153.07 MPa and Gc = 8.85 N/mm. The value of lc significantly
affects both predictions. Therefore, it is highly recommended that the
identification of model parameters for the AT2 PF model be performed
in relation to meaningful test geometries for fracture mechanics, not us-
ing uni-axial tensile tests to infer the value of phase-field parameters.
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Test # E (MPa) Gc (N/mm) lc (mm)
1 1189.39 7.56 0.250
2 1189.67 7.56 0.250
3 1101.17 8.83 0.256
4 1173.92 7.18 0.251
5 1176.29 7.84 0.250
6 1158.87 8.29 0.252
7 1179.82 7.38 0.290
8 1178.73 7.37 0.291
9 1133.36 8.35 0.303

10 1100.58 12.28 0.649
11 1100.40 12.21 0.639
12 1167.95 7.63 0.250
13 1139.86 10.23 0.369
14 1113.41 12.40 0.642
15 1192.62 7.62 0.256

Mean 1153.07 8.85 0.346
Std. dev. (STD) 35.03 1.94 0.157

Table 6: PSO identified E, Gc and lc parameters for the 15 tests in Fig. 57,
with their mean and standard deviation values.

(a) Uni-axial tensile test (b) Three-point bending test

Figure 58: Comparison between numerical results with parameters identi-
fied: (i) from uni-axial tensile tests (lc = 1.37 mm, E = 1157.90 MPa, GC =
7.5 N/mm); (ii) from notched three-point bending tests (lc = 0.35 mm, E =
1153.07 MPa, GC = 8.85 N/mm). The comparison highlights that it is neces-
sary to identify the AT2 PF model parameters independently for each type
of test.
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5.2 Applications to 3D printing PLA material

The PLA specimens to be tested were fabricated via a material extru-
sion additive manufacturing technique, namely the Fused Deposition
Modelling (FDM). First, the specimen geometries for the tensile test (un-
notched specimens) and for the SENB testing geometry were designed
in SolidWorks 2021, a computer-aided design (CAD) software, see the
geometrical data in Fig. 59. The modeled CAD geometry files were ex-
ported in STL files and then transferred to the 3D printer DIVIDE BY
ZERO AION 500 MK2. The G-codes for the FDM printing process were
generated using the Slicing software - SimplIfy 3D. The tested speci-
mens were produced from a PLA+ filament spool commercially available
(https://esun3dstore.com/).

(a) Tensile specimen CAD model

(b) SENB specimen CAD model

Figure 59: SolidWorks generated CAD geometry models

The PLA filament with an initial diameter of 1.75 mm and density
of 1.25 g/cm3 is hot extruded through a nozzle of 0.6 mm diameter. The
extruded filament is deposited layer by layer with respect to material ori-
entation (α = 0) onto a pre-heated metallic bed platform by following the
G-codes pattern to obtain the desired geometry. The 3D printing process
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parameters to manufacture tensile and SENB specimens made of PLA
material have been selected according to the recommendations available
in the literature (see Table. 7), since it is known that the strength of the
tested specimens is greatly influenced by the choice of the printing pro-
cess parameters [208].

Printing process parameters Values
Nozzle diameter 0.6 mm

Layer height 0.1 mm
Infill pattern Aligned
Infill density 100%

Pattern rotation 0◦

Nozzle temperature 200 ◦C
Bed temperature 65 ◦C
Printing speed 70 mm/s
Travel speed 90 mm/s

Filament diameter 1.75 mm

Table 7: Process parameters for the DIVIDE BY ZERO AION 500 MK2 3D
printer.

5.2.1 Experimental characterization

The tensile and SENB specimens were manufactured with a 0◦ mate-
rial orientation and according to the ASTM D638[53] and ASTM D5045-
14[55] standards, respectively, as shown in Fig. 60. Ten replicas of tensile
and SENB specimens were mechanically tested up to failure using the
Tinius Olsen universal testing machine with a 10 kN load cell capacity.
In all the tests, a crosshead displacement rate of 3 mm/min has been
imposed. The Young’s modulus (E) and the tensile strength (σmax) were
collected from the tensile tests, and the data are reported with their mean
and standard deviations in Table. 8. The obtained mean value of the
Young’s modulus, 1067.2 MPa, is lower than that reported in previous
publications [42, 50, 51]. A possible reason might be related to the effect
of different printing process parameters [59, 208]. On the other hand, the
mean value of the tensile strength, 43.1 MPa, is in the range reported in
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the previous literature. The stress-strain curves for the ten tensile sam-
ples are shown in Fig. 61: the specimen breaks almost when it reaches
the tensile strength, with no sign of plastic yielding and a very brittle
behaviour, which justifies the application of the phase-field approach to
fracture for brittle materials.

The experimental setup for the SENB tests followed the ASTM D5045-
14 standards. The dimensions of the manufactured SENB specimens
were set accordingly. Therefore, the fracture toughness KIC (MPa

√
m)

has been determined by meeting the requirements in Eqs. (5.1a) and
(5.1b):

(W − ac) > 2.5

(
KIC

σmax

)2

(5.1a)

0.45 < ξ < 0.55 (5.1b)

where ξ =
ac
W

. B and W represent the specimen thickness and height
equal to 10 mm and 20 mm, respectively; ac is the pre-crack length equal
to 10 mm; σmax is the maximum tensile stress at failure estimated from
tensile tests, and KIC is the plane-strain fracture toughness of the mate-
rial. The pre-notch in the specimens has been manufactured during the
3D printing process, to minimize potential imperfections and variations
in the value of this parameter.

The SENB tests were performed, and the maximum load (Pmax) at
failure for each specimen was recorded; see Table. 8. The fracture tough-
ness KIC were determined according to [55] based on Eq. (5.2) for all the
SENB specimens and results are reported in Table. 8 with values in the
range of [6− 9] MPa

√
m.

KIC =
Pmax

B
√
W
f(ξ)) (5.2)
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(a) Dog bone specimens for the tensile
tests

(b) SENB specimens

Figure 60: Photos of the 3D printed PLA specimens.
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Specimen No. Tensile tests SENB tests
- E (MPa) σmax (MPa) Pmax (N) KIC (MPa

√
m) GIC (N/mm)

1 1194.39 38.5 946 7.124 41.39
2 1175.31 46.2 826 6.22 31.56
3 1129.08 39.3 929 7 39.92
4 1072.68 46.1 893 6.72 36.88
5 1059.94 46.2 915 6.89 38.72
6 1003.52 43.9 1170 8.81 63.32
7 965.475 44.1 1200 9.04 66.6
8 994.125 40 1040 7.83 50.03
9 1060.68 42.5 1100 8.28 55.97
10 1016.81 44.2 965 7.52 43.07

Mean 1067.2 43.1 998.44 7.54 46.75
Std. dev. 77.532 124.1 0.93 111.77 1157.904

Table 8: Experimental data obtained by processing the tensile and the SENB
tests of 3D printed PLA material.
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Figure 61: Experimental stress-strain curves from tensile tests.

where the function f for 0 < ξ < 1 reads:

f (ξ) = 6 (ξ)
1/2

1.99− ξ[1− ξ]
[
2.15− 3.93ξ + 2.7 (ξ)

2
]

[1 + 2ξ] [1− ξ]3/2

 (5.3)

For the application of the phase-field approach to fracture, the rela-
tion between fracture toughness KIC and fracture energy GIC for plane
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strain conditions is calculated from [209]:

GIC =
K2

IC(1− ν2)
E

(5.4)

where E and ν are the Young’s modulus and the Poisson’s ratio of the
material, respectively. To calculate GIC values for SENB specimens, the
mean value of E = 1067.2 MPa obtained from the tensile tests was con-
sidered, and ν = 0.36 was also determined from uniaxial tensile tests and
consistently with the literature. The calculated GIC values are reported
in Table. 8.

5.2.2 Parameters’ identification and sensitivity analysis

The phase-field fracture parameters are herein identified according to the
proposed PFF-MLA procedure in case of an anisotropic fracture model,
(see Section 3.3). The results in Section 3.3 evidenced that particle swarm
optimization (PSO) was outperforming the other metaheuristic algorithms
and, therefore, is herein used. The FE mesh of the CAD model shown in
Fig. 60(b) was realized with the software Gmsh [203], see Fig. 62. Plane
strain conditions are assumed with a fine discretization along the poten-
tial direction of crack growth and a total of 1751 finite elements in the
model.

The phase-field model for anisotropic fracture implemented into a
fully integrated four-node quadrilateral element as a user element in the
MATLAB software DAEDALON [186]. The model parameters consid-
ered for the initial study of sensitivity analysis were GIC = 12 N/mm,
lc = 2.5 mm, E = 2500 MPa, β = 25 . The design-constrained solution
space of the problems is given in Eq. (5.5).
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Figure 62: Finite element mesh of the simulated SENB tests.

(a) Fracture energy (GIC) fixed (b) Internal length scale (lc) fixed

(c) Young’s modulus (E) fixed (d) Penatly factor (β) fixed

Figure 63: Sensitivity analysis of anisotropic phase-field fracture parameters

Z = {2.5 < Gc < 20 N/mm; 0.5 < lc < 8 mm;

900 < E < 3000 MPa; 5 < β < 100}
(5.5)
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Fixed parameter E (MPa) Gc (N/mm) lc (mm) β Range E (GPa) Range Gc (N/mm) Range lc (mm) Range β
GC 2500 12 2.5 25 900 - 2500 - 0.5 - 8 5 - 100
lc 2500 12 2.5 25 900 - 2500 2.5 - 20 - 5 - 100
E 2500 12 2.5 25 - 2.5 - 20 0.5 - 8 5 - 100
β 2500 12 2.5 25 900 - 2500 2.5 - 20 0.5 - 8 -

Table 9: Set of input data to generate target responses and range of param-
eters for the sensitivity analysis of the anisotropic fracture tensor.

0 1 2 3 4 5 6 7

Displacement, u (mm)

0

20

40

60

80

100

120

140

160

180

F
o

rc
e
, 
F

 (
N

)

Sensitivity analysis of penalty parameter 

 = 0

 = 5

 = 10

 = 15

 = 20

 = 25

 = 30

 = 40

 = 55

 = 70

 = 85

 = 100

Figure 64: force - displacement curve for θ = 0◦, and different β values

Preliminary investigation suggests that all the four design variables
(Gc, lc,E, β) would not yield to converge with the required target solu-
tion (Gc = 12 N/mm, lc = 2.5 mm, E = 2500 MPa, β = 25). Therefore, it
is proposed to investigate the effect of three design parameters by fixing
the fourth parameter shown in Table. 9 with the solution ranges men-
tioned in Eq. (5.5). The optimization simulation results for four cases
mentioned in Table. 9 are shown in Fig. 63 reveals that by fixing β the
results are converged to the target solution (see Fig. 63(d)). In contrast,
by fixingGc, lc, and E, the results are not converged to the target solution
as in Fig. 63(a),(b),(c) respectively. Hence, the focus shifts to the penalty
parameter β in conducting sensitivity analysis. This examination aims
to understand the influence of β on determining fracture mechanics pa-
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rameters within the anisotropic PFF numerical model. In the context of
phase-field modeling for anisotropic fracture, several researchers [61, 64,
62, 65, 210, 211] have made diverse choices of the value of β regarding
the constraint on crack orientation along the fracture plane. While the
authors have not explicitly discussed the rationale behind the choice of
β value, it is evident that selecting an appropriate value for the penalty
parameter β is crucial to represent the behavior of anisotropic materials
during fracture processes and accurately predict the force-displacement
curve. Consequently, the study investigates how varying the penalty
parameter β impacts the results of fracture energy (Gc) and peak force
(Pmax) values.

Penalty parameter β % change with respect to α = 0◦, β = 0
0 - -

0.5 0 0
5 19.971 28.457

10 28.024 44.111
15 32.294 53.653
20 34.987 60.222
25 36.856 65.079
30 38.268 68.845
35 39.364 71.866
40 40.215 74.388
45 40.965 76.4888
50 41.569 78.314
55 42.089 79.889
60 42.565 81.301
65 42.97 82.545
70 43.321 83.647
75 43.644 84.69
80 43.955 85.635
85 44.233 86.483
90 44.483 87.282
95 44.709 88.026
100 44.916 88.716

Table 10: Sensitivity analysis of β and percentage (%) change in Pmax, Gc

values for different values of β with respect to case - α = 0◦, β = 0

For sensitivity analysis, the FE model as shown in Fig. 62 is explored
and PPF FEA is carried out for different β values ranging from {0− 100}
as shown in Table. 10 and compared with isotropic case β = 0 and mate-
rial orientation α = 0◦. The percentage (%) change in peak force (Pmax)
and fracture energy (Gc) values for different β values with respect to case
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(α = 0◦,β = 0) are reported in Table. 10 confirms that there is a signif-
icant impact on the results due to the influence of penalty parameter β
∈ {0 − 40} and change is negligible with β ∈ {45 − 100}. This obser-
vation is further supported by the force-displacement curve plotted for
different β values, as shown in Fig. 64.

The above sensitivity analysis is a result of incorporating the penalty
parameter β, which aids in tracking the crack path along material ori-
entation planes α. By increasing the fracture energy Gc along preferen-
tial crack path directions, the penalty parameter β also enhances peak
force. Therefore, it is advisable to adjust the values of Gc and lc when
employing an anisotropic phase-field for fracture model to improve the
prediction of crack path direction and force-displacement curve. In a
study by [65] efforts were made to correct the values of Gc and lc (see
Eq. (5.6) where r=4) in Eq. (2.13) to maintain the ratio Gc

lc
unchanged,

ensuring the physical value of Gc remains consistent within the fracture
plane. This prompts the question of whether these corrected values of
Gc and lc can be generalized to any geometry, boundary and loading
conditions. The investigation was conducted to validate findings by ex-
amining single edge notch tensile and bending test scenarios, as depicted
in Figs. 19, 20 of Section 3.3, utilizing identical material properties as in-
put conditions. Numerical tests were executed for various crack surface
density functions (α = 0◦, β = 25), as outlined in Table. 11. The force-
displacement result plots for both numerical problems are shown in Fig.
65. Tests 1 through 4 were compared with test 5 (refer to Table. 11), re-
vealing from Fig. 65 that the anisotropic crack density function, with or
without correction factor, does not align with the isotropic case. In both
test problems (see Fig. 65(a),(b)), the force-displacement results for r = 2
and 4/3 underestimate the peak force, while for r = 4, test 4 overestimates
the peak force compared to the isotropic case.

Gcc =
Gc

r
√
1 + β

, lcc =
lc

r
√
1 + β

(5.6)
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Crack density function r value
test 1 Anisotropic crack density function correction 4
test 2 Anisotropic crack density function correction 2
test 3 Anisotropic crack density function correction 4/3
test 4 Anisotropic crack density function without correction -
test 5 Isotropic crack density function (β = 0) -

Table 11: Showing test cases involving varying crack density functions with
and without the application of a correction factor for conducting PFF nu-
merical test (α = 0◦, β = 25).
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(a) single edge notch tensile test
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(b) single edge notch bending test

Figure 65: Force vs. displacement curves for different test cases (α = 0◦, β =
25) as mentioned in Table. 11

Now we deal with the SENB testing problem with dimensions of 90
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× 20 mm2, as illustrated in Fig. 66, meshed with 108 × 24 square finite
elements. Material properties selected for analysis were Gc = 12 N/mm,
lc = 2.5 mm, E = 2500 MPa, β = 25. The pre-notch was introduced by
imposing Dirichlet boundary conditions (Φ = 1, depicted in red in Fig.
66). Numerical analysis was conducted for all test cases listed in Table.
11. Results indicate that for r = 2 in Eq. (5.6), the force-displacement
curve closely aligns with the isotropic crack density function while re-
taining the physical value of Gc. Based on this analysis, it is highly
recommended that further investigation be carried out on anisotropic
phase-field fracture models to accurately track crack paths and exper-
imental force-displacement curves without compromising the physical
value of Gc.

Figure 66: SENB geometric model with meshing details for case α = 0◦,
β = 25
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Figure 67: force-displacement curve for SENB numerical problem (see Fig.
66) for case α = 0◦, β = 25
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Chapter 6

Conclusions and future
developments

Chapter 6 is partially based on the content of publications [1, 2] and arti-
cle in press [3].

The main contribution of this thesis is divided into two sections. The
first section describes about how machine learning algorithms evalu-
ate and identify numerically the phase-field fracture and cohesive zone
model parameters to accurately capture the experimental mechanical re-
sponse of the structural problems. The second section summarizes how
the SIMP topology optimization of structures using gradient based OC
method can be applied to the complex structural problems undergoing
delamination and fracture.

6.1 Conclusion on identification of fracture pa-
rameters

This section first discusses the identification of phase-field fracture pa-
rameters using metaheuristic algorithms, followed by a discussion on
the identification of cohesive zone model parameters.
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6.1.1 Investigation on phase-field fracture parameters

Chapter 2 described brief insights into the theory and FE numerical im-
plementation of the phase-field for fracture (PFF) model, considering
both isotropic and anisotropic cases. The critical issue of model param-
eters’ identification for the phase-field approach to fracture, as outlined
in Section 1.2 of Chapter 1, was systematically addressed in this work.
The framework proposed in Section 3.2 combined the heuristic iden-
tification approach based on Particle Swarm Optimization (PSO) with
the FE implementation of the phase-field (PF) approach to fracture, ef-
fectively identifying model parameters. Both formulations were imple-
mented in MATLAB release 2020b in an ad hoc integrated FE software.
Nevertheless, the methodology was general and required an FE solver
equipped with PF finite elements to be called by the PSO algorithm with
a set of model parameters. The outcome of the FE simulation, in terms of
the force-displacement curve, was passed to the PSO algorithm, which
computed the cost function and updated the particle coordinates, iter-
ating the procedure until convergence. Therefore, any commercial FE
software could be triggered using the system command called by the
PSO algorithm. The robustness of the proposed approach was assessed
in relation to a series of benchmark tests numerically generated in silico,
i.e., by running a series of PF fracture simulations with known model
parameters. The PSO algorithm accurately retrieved the known input
parameters from the identification procedure.

The methodology was finally applied to the critical problem of iden-
tifying the AT2 PF model parameters concerning real experimental tests
on ABS materials, which displayed a spread of diffuse damage typical of
a quasi-brittle material. In Section 5.1, the PSO-PF combined approach
was applied to uni-axial tensile tests, identifying only E and lc from the
experimental curve up to the decay of the peak load. The uni-axial tests
for this material could not be used to assess the fracture energy, which
was set equal to the average value taken from the literature since the ma-
terial underwent strain localization with the crazing formation and large
deformation in the post-peak branch, a situation far from the fracture.
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In Section 5.1.2, the identification procedure was repeated for sharp V-
notched samples tested under three-point bending. This time, all three
model parameters (E, Gc, lc) were identified since the post-peak branch
could be reasonably well simulated as a result of a propagating crack.

To summarize the work, the proposed algorithm quantitatively tracked
the crack path phenomenon of the fracture problem. In addition, it also
captured numerically experimental force-displacement curve responses
by identifying phase-field model parameters, which was a significant
challenge due to the high dependence on the PF internal length scale pa-
rameter, as mentioned in Section 1.2 of Chapter 1. Therefore, the PSO-PF
numerically coupled algorithm provided qualitative insight into fracture
design problems by avoiding under or overestimating critical structural
limits of the load, which saved computational time and the cost of the
material.

Analogously, in Section 3.3, we proposed the combined PFF-MLA ap-
proach to tackle inverse problems and identify the phase-field fracture
parameters. The metaheuristics machine learning algorithms (MLA) like
PSO, PSO-GA, ABC-PSO, CS, TLBO, and EJAYA algorithms were com-
pared to identify the best parametric analysis optimization algorithm.
Mode-I tensile and SENB loading condition numerical test problems were
chosen for analysis considering the isotropic case (β = 0). Results re-
ported that particle swarm optimization (PSO) was more efficient and
robust in identifying fracture mechanics parameters than PSO-GA, ABC-
PSO, CS, TLBO, and EJAYA. Therefore, in Section 5.2.2, the sensitivity
analysis of the fracture mechanics parameters was carried out using the
PFF-PSO MLA considering the anisotropic case (β ̸= 0). The fracture
energy release rate Gc related to a crack along the interface was overes-
timated. Additionally, the peak force was increased due to the influence
of the penalty parameter β. The sensitivity analysis reported that the
anisotropic phase-field for the fracture model needed further investiga-
tion for a good prediction of quantitative results in addition to qualitative
analysis of the crack path. Section 5.2 discussed the experimental analy-
sis of 3D-printed PLA material. The study was limited to reporting ma-
terial properties: Young’s modulus (E), maximum tensile stress (σmax)
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from tensile tests, and fracture energy properties KIC, GIC from single
edge notch bending tests. The results were reported following ASTM
standards.

6.1.2 Investigation on cohesive zone interface parameters

In this work, structures that could be subject to delamination were an-
alyzed with reference to two methods to improve their mechanical re-
sponse. In Section 2.4.1, the theory and FE numerical implementation
of cohesive zone modeling were discussed. A nonlinear cohesive inter-
face model described by the Tvergaard CZM, as a typical model traction-
separation law, was considered, and the possibility of designing cohesive
interfaces with a linear variation in the fracture properties along the in-
terface to improve resistance to peeling was investigated. This novel so-
lution, which is now technically feasible by exploiting micro-structured
adhesives, was investigated by framing the problem within an inverse
analysis, where the extremal values of the fracture energy were consid-
ered as design variables. The application of the data-driven heuristic
optimization approach based on the PSO algorithm proposed in Section
3.2.1 allowed the identification of optimal values of the fracture proper-
ties to match a target mechanical response. The obtained solution was
found to surpass the response of an interface with a uniform average
interface fracture energy. The future scope of work included address-
ing more complex problems by conducting experiments on curvilinear
adhesive bonding structures and performing numerical validation for
the identification of cohesive zone model physical parameters using ma-
chine learning models to accurately predict the underlying physics of the
problem.

6.2 Conclusion of topology optimization of frac-
ture resistant structures

.
The first aspect of this section concluded about cohesive interface
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structures that were considered regarding the design of substrates with a
topology optimized to withstand the onset of delamination. In this work,
the optimal topology was found by applying a physics-based mathemat-
ical approach that relied on a density-based optimization algorithm us-
ing the gradient-based optimality criteria (OC) method, as mentioned in
Section 4.1. The continuous design density variable adopted the solid
isotropic material with penalization (SIMP) approach, along with a den-
sity filtering scheme implemented to avoid non-locality and checker-
board patterns, according to the state of the art. In Section 4.2, a linearly
graded interface binding the substrate and the deformable layer was an-
alyzed, and a peeling displacement was applied to delaminate a certain
portion of the CZI region, considering extensions compatible with the
onset of debonding. The substrate topology was identified for two cases
with different amounts of delamination, and results showed that the
identified optimal topology of the substrate was mildly dependent upon
the extension of the onset of debonding. This provided good perspec-
tives on the possibility of optimizing the internal material to maximize
the stiffness of the system in case of potential delamination events. Fur-
thermore, in Section 4.2.1, the effect of volume fraction on the optimized
substrate topology was investigated and reported in identifying the best
structural volume fraction optimized design. The results reported in this
work contributed to the knowledge of structural mechanics, particularly
for engineers and researchers working with composite materials or struc-
tures bonded with adhesives.

The second aspect presented a novel approach integrating phase-Field
fracture (PFF) with Topology Optimization (TO), as mentioned in Section
4.3, to analyze composite structures composed of inclusion-matrix phase
materials while considering initially induced damage. The phase-field
numerical model, employing a staggered solution scheme, was proficient
in capturing crack branching. By regularizing the discontinuous field,
there was no necessity for re-meshing, providing a significant advantage
during the TO process. Within the TO framework, the application of the
Solid Isotropic Material with Penalization (SIMP) methodology aimed to
maximize fracture resistance in damaged structures. The Optimality Cri-
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teria (OC) algorithm was integrated into the SIMP methodology to iter-
atively update design variables during the optimization process. In Fig.
52, the proposed PFF-TO algorithm began with phase-field fracture (PFF)
simulations to incorporate initial damage into the structure under service
load effects. Subsequently, the Topology Optimization (TO) process iter-
ated, employing PFF simulations until failure at each optimization step,
aiming for an optimal distribution of inclusion phase material within a
volume constraint, particularly in the vicinity of the crack influence re-
gion, while considering the entire loading history. This iterative process
resulted in an optimized structural design capable of withstanding frac-
ture. Following optimization, PFF simulations were conducted on the
optimized structure until failure to assess crack patterns and evaluate its
fracture-resistant capabilities compared to the initial design. In Section
4.5, several benchmark problems demonstrated promising outcomes, in-
dicating the efficacy of this methodology in refining structural designs to
enhance fracture resistance, particularly in scenarios involving structures
affected by initial damage due to service loads. This offered valuable in-
sights for innovative structural design applications.

The research on computational methods and material models contin-
ues to evolve, and the potential for further breakthroughs in fracture-
resistant design is immense, promising a future where structural failures
are minimized and performance is maximized.

6.3 Future developments

• The findings presented in Chapter 3 motivate us to further explore
more complex issues through experiments involving curvilinear
adhesive bonding structures. Subsequently, numerical validation
is carried out to determine the physical parameters of the cohesive
zone model (CZM) using machine learning models, which are de-
signed to accurately predict the fundamental physics of the prob-
lem. The proposed inverse parameter identification framework is
crucial for determining CZM properties in various engineering and
biomedical applications, such as fiber-reinforced interfaces and bi-
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ological materials with interfaces, among others.

• The FEM code implemented in MATLAB software [186] was exten-
sively used in our PhD research to develop subroutines for phase-
field and cohesive zone models. This experience motivated us to
develop a FEM code on the Python platform, enabling the applica-
tion to structural problems related to fracture mechanics. This ap-
proach leverages the robust Python libraries available for machine
learning (ML) techniques and remaining useful life (RUL) predic-
tions.

• The results reported in Chapter 5 motivate us to investigate and
simulate the experimental force-displacement response curve with
an anisotropic phase-field for fracture model tracking the crack path
qualitatively without compromising the quantitative results (Force-
displacement results) and for different material fiber orientations.
This analysis is very useful and demanding in understanding frac-
ture behavior in materials manufactured using the 3D printing pro-
cess, which naturally exhibits anisotropic behavior.

• The thesis work on metaheuristic optimization techniques reported
in Chapter 3, 5 requires high computational cost for more com-
plex problems and needs more iterations using fracture numerical
models to capture highly nonlinear behavior of the material. This
motivates us to explore Physics-informed neural networks(PINN),
which have been a promising research field in recent years. PINNs
incorporate the underlying physics of the problem directly into the
neural network’s loss function. This enables PINNs to efficiently
learn the parameters by minimizing discrepancies between the pre-
dicted and experimental observed behavior (force-displacement re-
sponse). Furthermore, PINNs provide a more robust framework
for handling complex, high-dimensional problems, as they can lever-
age both data and physics-based constraints, thus achieving faster
convergence and higher accuracy in identifying fracture parame-
ters than traditional metaheuristic approaches.
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• The results presented in Chapter 4 suggest new possibilities for de-
signing functionally optimized structures to resist fracture or de-
lamination at interfaces, which is crucial for applications in aerospace,
marine sectors, and additive manufacturing industries. This can be
accomplished by employing metaheuristic algorithms or physics-
informed neural networks (PINNs) for optimizing fracture model
parameters to achieve the desired force-displacement response. Si-
multaneously, a topology optimization algorithm can be used to
evolve the structure to achieve either minimized weight or maxi-
mized stiffness.
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