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Abstract

Resting state is characterized as an offline period, during which the
eyes may be either open or closed. In this disengaged state, one’s
system operates independently of external input or feedback, and by
definition, relies on an internalized model of the world. Literature
shows that resting state activity may reflect the statistics of the natural
environment, but also the unique individual biases, and is possible to
be reshaped over time. This is highlighted by studies that show that
resting state fluctuations maintain traces of everyday activity; but how
are these representations extracted, how stable are they, and to what
extent are they malleable? To answer that we need to understand: 1)
How is our system structured to maintain regularities? 2) How are they
integrated in an internalized model? 3) How do low frequencies
fluctuate when detecting an error? The main aim of this thesis is to
understand how natural information is represented in resting state. The
working model is that (1) naturalistic information is processed along a
hierarchy in time and space to code higher level information that is low
dimensional and sparse (chapter 2). 2) This information is then
maintained in resting state in a generic form (chapter 3). 3) This is
achieved because low frequency fluctuations are adapted to naturalistic
statics, and hence are altered in otherwise unexpected situations
(chapter 4). We examined the functional connectivity (FC) of MEG
signal changes in the visual (VIS) and dorsal attention (DAN) networks
during the observation of naturalistic videos, by comparing them to a
pretrained convolutional network. We reveal distinct temporal
dynamics in processing low and high-level features. Low-level features
are immediately and abundantly represented, while high-level features
exhibit a delayed and scarce representation, potentially storing
information in a generic form (chapter 2). For instance, we find that the
BOLD multivoxel spatial representation of a still hand, controlled for
low-level features, is coherent with the spatial representation of the
resting somatomotor area, as opposed to another object such as a food
item (chapter 3). We suggest that the representations during resting
states may contribute to the goal of interacting with the environment.
This is enriched by our final findings; the multivoxel spatial
representation of observing common movements aligns more
coherently with resting somatomotor patterns as opposed to
uncommon (chapter 4).
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Chapter 1

Introduction

1.1. Background

1.1.1. Definition

As adaptive beings, an important skill to master is the ability to
predict our next move, a task facilitated by learning the rules or
regularities of our environment. In other words, by learning
regularities, we are able to deal with future occurrences with a higher
predictive efficiency. This requires an engagement with external input,
but our system is also often disengaged; for example while imagining
future scenarios or during sleep. So the brain can have dual modes, one
engaged and another disengaged. The engaged mode interacts with the
environment and constant input allows the system feedback to correct
any prediction errors. In the disengaged mode, the system is by
definition independent of external input or feedback. This assumes an
internalized model of the world. For a system to be disengaged but still
maintain activity, it must have internal resources or mechanisms that
allow it to be self-organized (Buzsáki, 2019). Such models have been
extensively studied during sleep and memory (Simon et al., 2022), and
only recently, during resting state (Snyder & Raichle, 2012). Resting
state is defined as an offline period with eyes either open or closed. For
example, when detached from the world, a brain can come up with
‘what if’ scenarios that allow the anticipation of consequences of actions
without even performing them. Internalized self-generated models are
also referred to as spontaneous activity. In this thesis, the terms
internalized model, resting state and spontaneous activity are used
interchangeably to refer to an offline rest period.

Resting state experiments aim to capture the properties of
endogenously generated (spontaneous or intrinsic) neural activity,
unlike event-related studies, which focus on measuring evoked or
induced responses. However, resting state studies lack the control
typical in cognitive neuroimaging. Moreover, during quiet wakefulness,
humans have stimulus-independent thoughts, but the cognitive content
of these thoughts is not easily related to objectively measurable fMRI
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responses (Gruberger et al., 2011). But it is important to note that
unconstrained cognition alone does not account for the majority of
intrinsic activity. Imposed tasks with constrained thought evoke
responses modest in magnitude compared to intrinsic activity (Raichle
et al., 2006), so there is no reason to think that unconstrained thought
requires more energy. Moreover, resting state activity persists during
slow wave sleep and anesthesia (Samann et al., 2011). This suggests that
factors beyond unconstrained cognition contribute significantly to
intrinsic activity.

1.1.2. History

Thomas Huxley and George Bishop were the first to
understand the significance of patterned nervous activity. Huxley,
examining crayfish (Huxley, 1884), highlighted how organized
behaviors could occur without the need for ongoing neural activity. In
1933, Bishop observed cyclic changes in rabbit visual cortex excitability,
recognizing the brain's response modulation by fluctuating endogenous
activity (Bishop, 1993). Hans Berger's 1929 human EEG recordings
connected mental activity with continuous cortical activity (Berger,
1929). Post-World War II, the advent of electronic computers allowed
the development of Event-Related Potential (ERP) recording, revealing
reproducible waveforms from ongoing EEG. Metabolic investigations
by Seymour Kety in 1948 showcased the brain's high energy
consumption during the resting state (Kety & Schmidt, 1948). Regional
oxygen availability was measured through electrodes on the cortex of
experimental animals and epilepsy surgery patients, revealing slow
variations and stimulus-induced increases. Then in the 1980s, PET scans
demonstrated local changes in blood flow related to glucose
consumption during brain activity (Fox, 1988). Speculation still
surrounded the origin of these oxygen waves and whether they only
reflect capillary opening and closing. The metabolism hypothesis only
gained support when it was shown that oxygen waves reflected
regional fluctuations synchronous in homologous regions of both
hemispheres. The relationship between these spontaneous blood flow
and oxygen availability waves and electrical activity patterns in
experimental animals garnered significant interest.

Bharat Biswal and Antal Hudetz, acknowledging this legacy,
conducted a seminal experiment on resting-state fMRI correlations
(Biswal, 1995). Resting state fMRI, known for slow BOLD signal
fluctuations, was initially regarded as noise but was later demonstrated
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to have neural origins by Biswal and colleagues (1995), showing
temporal correlations within the somatomotor system. The
neuroscience community was slow to acknowledge this, emphasizing
non-neuronal sources of correlated fMRI signals. Skepticism regarding
the biological significance of resting-state BOLD correlations prevailed
initially, with most studies using short TRs to reduce physiological
pulsation impact (Snyder, 2012). Despite initial skepticism, studies that
included a resting state revealed surprising task-induced activity
decreases, leading to the discovery of the Default Mode Network
(DMN) (Raichle et al., 2001). The importance of resting state BOLD
signal correlations became evident when Michael Greicius and
colleagues depicted the Default Mode Network (DMN) using a seed
region in the posterior cingulate cortex (Greicius, 2003). Similar patterns
of resting state coherence have since been observed in various cortical
systems and subcortical connections, underscoring the biological
relevance of resting-state fMR.

1.1.3. Importance

The importance of resting state can be highlighted with three
main observations: the existence of resting state networks (RSNs), the
metabolic cost at rest, and interindividual variance with clinical
implications.

1) Over the last two decades, an increasing number of studies have
demonstrated that spontaneous brain activity, i.e., activity that is not
evoked by stimuli, tasks, and responses, does not reflect random noise
as postulated by early neurophysiological studies (Shadlen &
Newsome, 1998). Instead, research found that the low frequency (0.1
Hz) fluctuations of the blood oxygen level-dependent (BOLD) signal are
highly structured in space and time (Raichle et al.,2001; Fox and Raichle
et al., 2007). These findings led to other experiments that show that
spontaneous and task evoked activity are correlated and their coherence
increases with development (Lewis, 2009). The first systematic
investigation addressing the spatiotemporal structure of the
spontaneous activity focused on the hand region of the primary
sensorimotor cortex (Biswal et al., 1995). Through interregional
correlations at rest, or resting-state functional connectivity, authors
found that the topography of the sensorimotor areas is similar to that
evoked by finger movements (Biswal et al., 1995). Several other studies
have since confirmed this result, revealing functionally related brain
regions or resting-state networks – RSNs - that exhibit correlation of
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intrinsic fluctuations in the cortex (Deco et al., 2011; Yeo et al., 2011).
RSNs are divided into sensory networks that include the visual,
auditory and sensorimotor systems, and cognitive networks that
include the dorsal and ventral systems. The areas are functionally
connected and therefore can create functional parcels of the brain (Yeo
et al., 2011). fMRI neurophysiological correlates spam from 0.1 to 1 Hz
in alpha and beta band limited power fluctuations (Hutchinson et al.,
2013). The anatomical/structural connectivity is highly correlated with
the functional topography at a group level (Deco et al., 2013) and the
topography of these networks is resilient across different levels of
consciousness and is similar to task-induced patterns (example Betti et
al., 2013; Cole et al., 2014). RSNs can be classified at a static level,
however their dynamic variation over time has also been linked to
changes in cognitive states (Hutchinson et al., 2013). Specific tasks can
change the scaffolding of RSNs. For example, after a long training on a
new task, few pathways will have different levels of intrinsic
correlation, as cognitive tasks will change a (relatively small) number of
synapses and pathways (Albert et al., 2009; Lewis et al., 2009). Miller
(2014) investigated the resting V1 of wake mice using two-photon
calcium imaging. They found that independent neurons flexibly join
ensembles of neurons and expand the potential of the circuit. They
concluded that visual stimuli recruit intrinsically generated ensembles
to create visual representations. Therefore, blood oxygenated signals in
fMRI measuring infra-slow frequencies without external input are now
accepted not as noise given the fact that they are correlated in large
networks that are task related (Fox & Raichle, 2007).

2) Though this ability is greatly useful for survival and efficiency, it is
also costly from a metabolic and energetic perspective. In fact
spontaneous activity is characterized with infraslow activity in the
brain (Mitra et al., 2018), and it consumes most of the energy budget of
the brain (Tomasi, 2013). The brain's high energy consumption is
essential for its functions, and understanding how this energy is used
during resting state can provide insights, especially for studying
disorders related to metabolism. The brain represents 2% of total body
weight yet has an energy consumption of 20% (Kety & Schmidt, 1948).
Of that, about 60-75% is consumed in electrochemical signaling (Mitra
et al., 2018). Interestingly, only 10% of the energy budget is consumed
during firing of sensory processing while the rest is concentrated from
the activity of neurons in the infra-slow frequency range. Mitra and
colleagues (2018) investigated spontaneous brain activity, particularly
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infra-slow fluctuations, through imaging techniques like functional
magnetic resonance imaging (rs-fMRI) in humans and optical imaging
in mice. Despite the widespread use of rs-fMRI, the underlying biology
of spontaneous patterns in BOLD signals and infra-slow brain activity
remains unclear. The conventional view suggests that infra-slow
phenomena are a summation of fast, local neural activity. In contrast,
the study explores the possibility that infra-slow activity is a distinct
brain process with its own principles, traveling through the cortex
along specific trajectories. The study aimed to differentiate infra-slow
activity from delta activity, examine if BOLD signals correspond
specifically to infra-slow neural activity, explore potential behavioral
correlates, and investigate whether infra-slow activity exhibits laminar
specificity in the cortex. The findings reveal that infra-slow activity
indeed follows distinct spatio-temporal trajectories in the mouse cortex,
separate from higher frequencies (Mitra, et al., 2018). In order to
understand the energy consumption of this activity, Tomasi and
colleagues (2013) used a combination of PET imaging to measure
glucose metabolism and MRI to analyze functional connectivity in 54
healthy individuals at rest. They showed that glucose metabolism
(CMRGlu) was highest in specific brain regions, such as the cerebral
cortex, and that these regions also exhibited higher amplitudes in
resting-state fMRI signals. The study found a linear association between
glucose metabolism and the amplitude of resting-state fMRI signals.
Additionally, the researchers explored the relationship between glucose
metabolism and the degree of functional connectivity by measuring the
number of connections a brain region has with others. They observed
power scaling, suggesting that higher glucose metabolism is associated
with increased functional connectivity. The study suggests that a
considerable proportion of energy (70%) is dedicated to maintaining
baseline functions and supporting the intrinsic connectivity and
communication between different brain regions during resting state
(Tomasi et al., 2013).

3) The importance of the study of spontaneous activity has been also
shown in literature studying individual variability. Spontaneous
activity changes with learning (Lewis CM et al., 2009; Fiser J et
al.,2004), predicts predispositions (Baldassarre et al., 2012), and reflects
individual cognitive differences (Smith et al., 2015; Finn et al., 2015) and
abnormalities (Baldassarre et al. , 2016). In one review (Baldassare,
2016), the authors focus on the challenge of identifying neural
mechanisms underlying behavioral deficits after a brain stroke. The
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findings highlight two main patterns of functional connectivity changes
after focal brain lesions: a reduction in interhemispheric connectivity
and an increase in intrahemispheric connectivity between normally
anticorrelated networks. The review emphasizes the behavioral
specificity of these connectivity changes, connecting deficits in specific
domains to corresponding resting state networks. Additionally, it
discusses the restoration of prestroke functional connectivity patterns
during behavioral recovery. The authors propose that investigating
network changes can provide insights into neural mechanisms
post-stroke and suggest resting-state functional connectivity as a
valuable tool for clinical diagnosis, recovery tracking, and
rehabilitation. This is because contrary to the traditional view of the
brain as a passive analyzer of sensory stimuli, the authors suggest that
spontaneous cortical activity actively maintains ongoing
representations related to expected sensory stimuli, prospective motor
responses, and prior experiences. The review also links resting-state
functional connectivity to rehabilitation interventions, such as
transcranial direct current stimulation (tDCS) and intermittent
theta-burst stimulation (iTBS). In conclusion, understanding individual
variability in spontaneous brain activity patterns may contribute to
personalized treatments and early diagnosis after stroke.

In fact, another study (Finn et al., 2015) highlights that an individual's
functional brain connectivity profile is unique and reliable, akin to a
fingerprint. The authors demonstrate the near-perfect accuracy of
identifying individuals based solely on their connectivity matrix. While
there is a general blueprint shared across individuals, the functional
organization within each person is idiosyncratic, relatively robust to
changes in brain state, and provides meaningful information beyond
the common template. The study also shows that this individual
variability is relevant to differences in behavior, as connectivity profiles
can predict intelligence. The frontoparietal networks, involved in
cognition and cognitive control, are particularly distinguishing of
individuals and predictive of behavior. The results suggest the potential
for personalized educational and clinical practices using fMRI-based
connectivity "neuromarkers" to improve outcomes. The study
emphasizes the importance of analyzing individual fMRI data, moving
beyond population-level inferences to explore unique functional
organizations and their relationships to behavioral phenotypes in both
health and disease.
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Interestingly researchers have even investigated the relationship
between the functional connectomes of individual subjects and 280
behavioral and demographic measures in 461 participants from the
Human Connectome Project (Smith et al., 2015). Using canonical
correlation analysis (CCA), they identified a strong mode of population
co-variation, revealing a single "positive-negative" axis that links
lifestyle, demographics, and psychometric measures to a specific
pattern of brain connectivity. The analysis suggests a one-dimensional
axis resembling a general intelligence factor, incorporating aspects of
real-life function such as education, income, and life satisfaction. The
findings highlight a unique mode of positive brain function, providing
insights into the underlying biology of population variability in
behavioral and brain connectivity measures.

1.1.4. Role/Function

Literature shows that infra-slow frequencies have a distinct
organization with its own function and neurophysiology (Breakspear,
2017). But even if resting state fluctuations are an independent
neurophysiological process, their role or function remains under debate.
One explanation, enforced by the similarity of rest and task topography,
is that resting state is reflecting the history of coactivation of brain
networks, that creates a prior architecture for the subsequent
recruitment of task networks. In other words, intrinsic activity could be
molded through environmental statistical learning, creating priors that
affect further task-driven activity (Betti et al., 2018). In predictive
coding, top-down information helps predicting lower level incoming
stimuli that then can be corrected from the incoming stimuli, if there are
predictive errors. If there are no external stimuli, then prediction errors
are not elicited. During this time, the brain might be reiterating the
brain’s priors (Lewis et al., 2009; Fiser et al., 2010; Stoianov et al., 2020).
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Figure 1 Priors Intrinsic activity is molded through environmental
statistical learning creating priors that affect further task-driven activity
(Betti et al., 2018).

There are 3 sets of experiments that best support the framework
of resting state functioning as a prior. The first shows that spontaneous
activity changes over short and long term periods, the second shows
how it affects perception in vague situations, and the third shows that it
adapts to the natural but not artificial environment.

One set of literature has used a design of rest-task-rest, with the second
resting state session either immediate (for example Barnes et al., 2009)
or after a long training (Lewis et al., 2009; Ma et al., 2011; Taubert et al.,
2011). Resting state activity is altered for a few minutes after a 1-back
working memory task, without explicit memorization (for example
Barnes et al., 2009). This finding highlights how spontaneous activity
reflects or has traces of current or recent experience, even if it is passive.
Then other experiments with a rest-task-rest design show long term
effects of visuospatial training (Lewis et al., 2009) or motor training (Ma
et al., 2011) on intrinsic connectivity, even changing structural
connectivity after extensive training (Taubert, 2011). Together, these
experiments show how everyday tasks mold spontaneous activity that
is dynamically altered both with immediate and long term experiences.

This literature is supported by other experiments that studied resting
state over development. For example Berkes (2011) showed that internal
models are optimally adapted to the statistics of the environment by
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analyzing the activity in the visual cortex of ferrets throughout their
development. The authors found that spontaneous and evoked activity
increased in similarity with age. Crucially, this observation was specific
to evoked responses of natural scenes not artificial objects, showing the
adaptation of the internal model to natural stimuli. Similarly, Strapini
(2019) showed that resting state fluctuations reflect the statistics of
habitual cortical activations during real life. The authors referred to this
phenomenon as spontaneous trait reactivation (STR). Resting state
patterns and evoked connectivity patterns of natural stimuli were
significantly more correlated than rest patterns and evoked connectivity
patterns of artificial stimuli. Therefore, spontaneous activity reflects the
statistics of habitual cortical activations during real life (Strappini, 2019)
and increases in similarity with evoked activity with age (Berkes et al.,
2011). This observation is specific to evoked responses of natural scenes
not artificial objects (Berkes et al., 2011; Strapini et al., 2019; Kim et al.,
2020).

This malleable internal model is particularly important in vague
situations when an individual is high on sensory uncertainty, as they
can use prior knowledge to predict and interact with the environment.
Experiments with perceptual ambiguity or near threshold stimuli show
how the internal model can help with perceptual influence in
ambiguous real life situations. For example the connectivity from the
fusiform face area (FFA) to early visual area (V1) in the pre-stimulus
period predicts when subjects will perceive a face when viewing the
Rubin vase/face illusion (Rassi, 2019). This shows how spontaneous
activity can affect visual perception. Hesselmann and colleagues (2008)
instead looked at motion-sensitive areas. They presented near threshold
dots calibrated to each participant and asked them whether they
perceived random or coherent motion. They found a higher activity in
the pre-stimulus interval when subjects reported perceiving coherent as
opposed to random motion. In summary, 1) spontaneous activity biases
perception and affects behavior in ambiguous situations. 2) This
relationship is specific to brain sensitive areas. This idea is further
supported by Kim and colleagues (2019) who found that patterns of
spontaneous activity were coherent across regions, but varied within
one region to the extent that they positively or negatively matched the
regions’ preferred stimulus evoked patterns.
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1.2. Representational model

The previous literature allows us to make a set of observations:
resting state activity should correspond to average training in daily life,
reflects the statistics of the world, but also the unique individual biases,
and is possible to be reshaped over time. Therefore, spontaneous
activity is highly dependent on the statistics of the natural environment,
but how does it represent that information? Resting state priors could
be in the form of representations more similar to distributions of data
rather than specific data points allowing the optimization of models.
This generic information would have to summarize a big amount of
information or natural statistics so they are more likely to be
low-dimensional states. This low dimensionality is already shown in
monkeys and human fMRI response to movement. For example,
Churchland and colleagues (2012) showed that the principal component
that accounts for both rhythmic (walking) and non-rhythmic (reaching
to grasp) motion is a phasic oscillatory activity regardless of the
kinematics of the movement. In other words, the mechanisms
underlying different kinds of movement can be explained with the
variance of 1 principle component. Semantic stimuli (Huth et al., 2012)
can also be grouped in a semantic space that accounts for diverse
objects and action verbs, and understanding of 3D surfaces requires the
understanding of distances and openness only to be able to reconstruct
the scene from neural brain activity (Lescroart & Gallant, 2019). Finally,
we see this low dimensionality also present in resting state: for example
in the visual cortex the resting data is more similar to categories rather
than specific exemplars (Kim et al., 2020), and common movements are
more coherent with rest than uncommon (Livne T et al., 2020). Such a
generic model is useful because it is more flexible to explain incoming
data. For example, spontaneous activity is not limited to the main
function of one cortex, patterns are not motor specific in the motor
cortex or sensory specific in the sensory cortex. The patterns would
have to be general patterns that explain the natural world.

A similar mechanism, sparse coding, has already been
proposed in the brain: sparse coding is a mechanism that efficiently
represents the whole of the information with lesser variables (Beyeler,
2019). For the brain to take in all information with its high
dimensionality, there would have to be a lot of linear and non linear
computation and cross talk in order to explain the information, also in
relation to history/experience and context. On one extreme, each node
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could be assigned to every piece of information possible, but that
would require a lot of nodes and is anatomically limited, on the other
extreme the average population activity could explain the information,
but there would be a lot of crosstalk because all neurons are involved in
all contexts. So how is this natural information collected and coded?
One way to solve this problem is through dimensionality reduction
sparse coding, where neural activity represents information with a
smaller population, thereby reducing activity (Cunningham, 2014).
When looking at the shared activity of a population, some nodes could
be affected because they are not independent of the nodes next to them.
In dimensionality reduction, this shared activity is elucidated to allow a
proper explanation of population activity. Ultimately, this allows the
explanation of information with less nodes than all the population
nodes (Cunningham, 2014). In the brain model, the brain would
reformat sensory data maintaining full representation with the smallest
possible number of neurons. It does so by adapting to the statistics of
the inputs allowing neurons to become selective to particularly
recurring patterns. The reason this principle has great appeal is because
it lends an explanation to learning and creating associations or bridging
in higher order areas, by still explicitly maintaining the structure and
features of the images (Beyeler, 2019). This method is also thought to
have other advantages like better memory storage, clear representation
of natural signals, easy interpretation of complex data, and energy
efficiency (Olshausen et al, 2004). Olshausen and colleagues (2004)
show evidence from experiments supporting the use of sparse coding in
various sensory systems across different animals highlighting
observations in the vision system of primates.

Even if sparse coding is one of the efficient coding models of
the brain, its effectiveness depends on various factors, including the
coding capacity (signal-to-noise ratio) and the decoding lag (the time
delay for prediction). The optimal efficient coding model for predicting
the future differs based on these parameters (Chalk, 2018). Chalk and
colleagues (2018) show that the optimal neural code depends on
whether the goal is to recover information from the past or predict
future stimuli. The study emphasizes the tradeoffs that sensory neurons
face, exploring the consequences of optimizing neural responses for
predicting the future compared to efficiently encoding past inputs. This
exploration leads to qualitatively different predictions for how neurons
respond to natural visual stimuli. Sparse coding, which is often
associated with efficiently representing stimuli with a sparse latent
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structure, is found effective when the goal is to maximize information
about past inputs (encoding the past) and is observed at low noise (high
capacity). However, it is not the optimal strategy when the objective
shifts to efficiently predicting the future. When there is a tradeoff
between maintaining a sparse code and responding quickly to stimuli
within the receptive field, neurons might become selective for motion
speed but not direction (Chalk, 2018).

Despite being discussed for a long time, researchers have only
recently started exploring sparse coding in real-world situations using
natural stimuli to understand how it works in specific parts of the brain.
Empirical investigations into sparse coding have gained momentum
only recently, with the need for studies employing ecologically valid
stimuli to understand its utilization in specific neural regions.

1.3. Aims and Hypotheses

Literature shows that resting state fluctuations maintain traces
of everyday activity, but how are these representations extracted, how
stable are they, and to what extent are they malleable? To answer that
we need to understand: 1) How is our system structured to maintain
regularities? (chapter 2) 2) How are they integrated in an internalized
model? (chapter 3) 3) How do low frequencies fluctuate when detecting
an error? (chapter 4). The main aim of this thesis is to understand how
natural information is represented in resting state. The working model
is that 1) naturalistic information is processed along a hierarchy in time
and space to code higher level information that is low dimensional and
sparse.2) This information is then maintained in resting state in a
generic form. 3) This is achieved because low frequency fluctuations are
adapted to naturalistic statistics, and hence are altered in otherwise
unexpected situations.

In this thesis we use several neuroimaging techniques (MEG
and fMRI) along with different machine learning methods. It is
important to highlight that the choice of neuroimaging machine
depends on the aim of the study and hence its design. fMRI relies on
changes in blood oxygenation levels to infer neural activity, offering
high spatial resolution but with a much slower temporal resolution in
the order of seconds. MEG instead, a more direct measure of brain
activity, measures the magnetic fields generated by neural activity,
providing high temporal resolution on the order of millisecond. While
MEG excels at capturing the rapid dynamics of neural processes, its
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spatial resolution is limited, making it difficult to localize activity
within deep brain structures. fMRI on the other hand can provide
insights into both cortical and subcortical brain regions, allowing for a
more comprehensive understanding of brain function. Despite their
differences, using these complementary techniques allows us to gain a
more comprehensive understanding of brain function by integrating
findings.

In the first experiment we characterize how MEG functional
connectivity is affected in the visual stream along the dorsal pathway
during natural video viewing. In natural viewing, we extract temporal
regularities through statistical learning and build temporal structures
with schemas that influence the interpretation of new information
acquired – this allows one to predict upcoming events over long
timescales (Gilboa & Marlatte, 2017; Van Kesteren et al., 2012) . The
brain contains a hierarchy of regions that respond to information over
varying timescales (Chaudhuri et al., 2015) and low level events are
gradually integrated into minutes of long situation level events using a
multistage nested temporal chunking (Baldassano et al., 2017). In the
time domain, cognitive processes rely on the accumulation of
information allowing the processing of information to unfold in a
temporal hierarchy where different cognitive processes unfold over
different delays (Hasson et al., 2008). A body of literature has
investigated naturalistic temporal structure in the human visual system
relying on comparing intact movies with scrambled versions to
understand the integration of information over time using fMRI
(Hasson et al., 2008; Lerner et al., 2011; Aly et al., 2018) or ECOG
(Honey et al., 2012). Findings show that sensory areas track
instantaneous physical parameters and are unaffected by scrambling so
they have short processing timescales. Instead higher order areas are
sensitive to temporal context and extend tens of seconds along the
processing scales (Hasson et al., 2015). In the first experiment, we
characterize how the brain processes incoming stimuli through the
visual system over long 40 second intervals. We correlate MEG data of
natural movie watching to a deep neural network fed the same movie.
The visual system in the brain hierarchically processes characteristics of
images through the dorsal visual flow. Deep Neural Networks (DNN)
confirm the existence of a gradient in complexity of neural
representations across visual areas (Guclu & van Guralerven, 2015):
early visual areas like V1 process low level features like luminance and
contrast, and higher parietal and temporal regions process high level
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features like categories (Cichy et al., 2016). Recent advances in
feedforward quantitative models like DNN and CNN have helped us
capture and confirm this hierarchical multi-stage complexity of the
spatio- temporal dynamics of the visual stream (Guclu & van
Guralerven, 2015). Here we utilize a pre-trained CNN and correlate it to
MEG data in order to understand how the connectivity changes in the
visual stream along the dorsal attention network. Along the hierarchy,
we expect changes both in time and in space. We expect high level
features to be processed at later time intervals than low level features,
but to be represented sparsely in a reduced dimensionality as opposed
to low level features.

In the second experiment, we test using fMRI the generic
representation of the hand, the main effector that we use to interact
with our environment. As humans evolved, the thumb has become one
of our most distinctive features (Wilson  et al., 1988). The study of the
representation of hands in the brain is ever more important for both
clinical and technological purposes. A rich literature is dedicated to the
study of the kinematic and neuroimaging data describing hand
representations in the brain: Recent research shows that a number of
synergies with low-dimensionality of hand movements are invariant
across subjects with a fixed cortical representational structure (3 to 6
principle components explain 80% of variability) (Belic & Faisal  et al.,
2015). Moreover, plastic changes can be predicted by natural hand
usage statistics (Leo et al., 2016). When investigating fine grain digit
somatotopy in the somatosensory hand area at the level of individual
human participants, Kolasinski and colleagues found stable and
reproducible maps of individual digits in S1 (Kolasinski et al., 2016).
Ejaz and colleagues (2015) showed that neurons in M1 encode
coordinated finger movements, and cortical stimulation evokes
movement of several fingers simultaneously as in natural hand use.
Here we ask if the representation of the hand is also maintained at rest:
the hand being an active sensory organ, naturally has internal
representations at rest that resemble those during touch and action in
the somatomotor area (Biswal et al., 1995). But to test the generic
stability of that encoded information, here we first ask, what about the
passive representations of visually presented static hands in the
somatomotor cortex at rest?

In the third experiment, we explore how the visual and motor
areas in the action observation network detect error and how that alters
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low frequency fluctuations. Visually guided motion is important for
coordination and control of individual fingers. According to animal
models, the anterior intraparietal sulcus that processes object features,
sends information to the ventral premotor that elaborates visual and
space information and sends a motor representation to the dorsal
premotor. The dorsal premotor then updates and reconfigures the
information to send it to M1 for execution (Castiello & Begliomini,
2008). These same areas are implicated in the action observation
network (AON). The AON can be defined through a two path model
with separate action comprehension mechanisms. The ventral system is
the signal sent from V1 to the temporal area for object recognition, and
the dorsal is the signal sent from V1 to the parietal for kinematic
configuration. These two systems interact through the ventral dorsal
pathway, but there also exists a separate dorsal-dorsal pathway that
computes error (Amoruso, 2020). However, even if guided motion and
action observation activate the same systems, they do not respond
equally to error. After error detection in execution, there is an increase
in inhibitory activity, and decrease in facilitation, however during
observation after the detection of error, there is a decrease in inhibition,
and an increase in facilitation (Cardellicchio, 2018). This is more in line
with a predictive coding account, where the detection of error as a
result of the mismatch between what is expected and what is observed
causes an increase in activity. When watching naive subjects perform a
complex novel action, there is an increase in activation in the dorsal
parietal vs when observing an expert performing the action without
error (Errante, 2019). In resting state literature, abundant work shows
similarities between task-driven and intrinsic (low frequency
fluctuations(LFFs)/ resting state) driven activity. But how exactly do
task-related functional connectivity (FC) of LFFs get modulated in
relation to error, and what is the significance of this information?
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Chapter 2

Functional connectivity changes in natural viewing
depending on low level or high level features: an MEG

study

2. 1. Introduction

The visual stream represents increasingly more complex
features: whereas earlier visual areas have small receptive fields (RFs)
and respond to lines or edge orientation, later areas have bigger RFs
(Livingstone & Hubel, 1988). Similarly in the time domain, cognitive
processes rely on the accumulation of information allowing the
processing of information to unfold in a temporal hierarchy where
different cognitive processes unfold over different delays, or temporal
receptive windows (TRWs) (Hasson et al., 2008). If the TRW in an area
reflects the area’s functional role, then TRWs in higher areas should be
bigger, allowing the processing of information that unfolds over time
(Hasson et al., 2008). A body of literature has investigated naturalistic
temporal structure in the human visual system relying on comparing
intact movies with scrambled versions to understand the integration of
information over time using fMRI (Hasson et al., 2008; Lerner et al.,
2011; Aly et al., 2018) or ECOG (Honey et al., 2012). Findings show that
sensory areas track instantaneous physical parameters and are
unaffected by scrambling so they have short processing timescales.
Instead higher order areas are sensitive to temporal context and extend
tens of seconds along the processing scales (Hasson et al., 2015). Here
we ask how the statistics of natural visual scenes change the functional
connectivity in the brain depending on low-level features
(contrast-luminance) or high-level features (object recognition) of movie
images in the visual network over long lags, in the alpha (8-12 Hz) and
beta (15-30 Hz) bands.

Alpha- and beta-BLP connectivity are the main MEG correlates
of fMRI RSNs (de Pasquale et al., 2010; Betti et al., 2013). Beta has been
associated with somatomotor modulation and perceptual processing,
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such as language (Weiss and Mueller, 2012), response inhibition
(Fonken et al., 2016), reward processing (Marco-Pallarés et al., 2015),
visual processing (Betti et al., 2018), and maintenance of the status quo
(Engel & Fries, 2010). Even though its functional role is still debated,
while early literature suggested that it reflects cortical idling, more
recent evidence, mainly in the visual field, has showed a role in
maintaining the current status quo (Jenkinson & Brown, 2011; Betti et
al.,2021; Engel & Fries, 2010; Spitzer & Haegens, 2017). Alpha’s role
instead is gating by inhibition (Klimesch et al., 2007; Jensen & Mazaheri,
2010). In natural environments, we process all the incoming information
flows through a bottleneck mechanism: feedback modulates the
processing in early visual areas to boost important representations
(Jensen et al., 2015; Rassi et al., 2019) and feedback is modulated by
changes in neuronal synchronization (Von Stein & Sarnthein, 2000).
Regions that are not involved in certain tasks are inhibited to facilitate
communication in other engaged areas. By gating by inhibition alpha
functionally blocks task irrelevant pathways to route information.

Recent advances in feedforward quantitative models like deep
neural networks (DNNs) have helped us capture and confirm this
hierarchical multi-stage complexity of the spatio- temporal dynamics of
the visual stream (Guclu et al., 2015). DNNs have proved reliable for the
understanding of how stimulus features of varying complexity are
mapped across the cortical sheet: the gradient of complexity of neural
representations across visual areas suggests that object categorization
could be the guiding principle for the formation of receptive field
properties in the ventral stream (Guclu et al., 2015). Lower layers have
representational similarities confined to the occipital lobe of the brain,
and higher layers have significant representational similarities with
more anterior regions in the temporal and parietal areas (Cichy et al.,
2016).

Whereas earlier studies looked at the spatial and temporal
representation similarity of features along the ventral visual stream,
here we take the next step utilizing a feedforward CNN to show how
the statistical properties of visual stimuli affect the functional
interactions and connectivity in regions along the dorsal stream in
naturalistic settings. We therefore employed source level MEG alpha
and beta BLP correlation to measure functional coupling over long
delays in the visual and dorsal attention networks during natural
movie viewing. A deep neural network comprising 7 layers was used to
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model the statistical features of the natural scenes. By mapping the
CNN output to the BLP functional connectivity within and between our
networks of interest, we obtained correlation matrices between the BLP
connectivity and the movie low level features, and matrices between the
BLP connectivity and movie high level features. This allowed us to
characterize the spatiotemporal variation of the biological response
depending on low level features (contrast-luminance) or high level
features (object recognition) of the images. We show that the graduated
complexity of natural scenes captured by network layer representations
not only produces modulations of activity along the visual stream, but
it also modulates patterns of functional connectivity in space and time.
We found that in time, low level features alter the connectivity across a
spread of nodes at early latencies in alpha and are maintained for
longer latencies in beta. High level features instead produced sparse
responses of connectivity in both alpha and beta.

2.2. Methods

2.2.1. Participants

Twelve healthy participants (mean age 24.7, range 21–31, five
females; same sample as in Betti et al., 2013, 2018) without significant
psychiatric or neurologic diseases and with normal or
corrected-to-normal visual acuity participated in the study. All subjects
were right-handed as judged by the Edinburgh Handedness Inventory
(Oldfield, 1971). The study was approved by the Ethics Committee of G.
d’Annunzio University, Chieti (Italy) in accordance with the standards
of the 1964 Declaration of Helsinki. Before the experiment, participants
gave their written informed consent.

2.2.2. MEG recordings

Magnetoencephalography (MEG) data are the same as in (Betti
et al., 2013, 2018), collected while subjects watched in 3 blocks 3
different sessions of the movie The Good, the Bad, and the Ugly of 5
minutes each. Before movie observation, each subject underwent 3
blocks of fixation ( 5 minutes each).

Data were recorded using the 153-channel MEG system (Della
Penna et al., 2000) installed in a magnetically shielded room at the
University of Chieti, Italy. The channels were dc SQUID integrated
magnetometers arranged over a whole-head helmet surface. Horizontal
and vertical electrooculogram signals, together with the
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electrocardiogram (ECG) signals, were simultaneously acquired with
magnetic signals and were used during preprocessing for offline artifact
rejection. The neuromagnetic and electric signals were band-pass
filtered at 0.16 –250 Hz and sampled at 1025 Hz. The head position
relative to the MEG sensors was measured before and after each
recording session through a fit of the magnetic field generated by five
coils placed on the scalp. The coil positions were digitized by means of
a 3D digitizer (3Space Fastrak; Polhemus), together with anatomical
landmarks (left and right preauricular and nasion) defining a
coordinate system. In a separate session, a 3D high-resolution
T1-weighted image was recorded from each subject’s head (3D
MPRAGE pulse sequence, TR=8.1 ms, TE=3.7 ms, voxel size=0.938 mm
X 0.938 mm X 1 mm), through a 3T MR Philips Achieva scanner
installed at the University of Chieti, Italy. The MRI anatomical images
were coregistered to the head position acquired during the MEG
acquisition and then used to build the individual volume conductor.

2.2.3. MEG preprocessing and analysis

We applied an ICA approach to remove environmental and
physiological (e.g., cardiac, ocular) artifacts from sensor space MEG
signals and retain the brain independent components (ICs) (Mantini et
al., 2011). The sensor maps of the brain IC were scaled to [-100, 100] and
were then projected in the source space, represented by a 3D Cartesian
grid (4 mm voxel side) by means of a weighted minimum-norm
least-squares (WMNLS) estimator implemented in Curry 6.0
(Neuroscan). The noise level used by the WMNLS estimator was set to
6% of the maximum absolute value of the IC map. This value was
experimentally selected from independent sets of data (dePasquale et
al., 2010,2012; Mantini et al., 2011; Marzetti et al., 2013). The individual
3D grid was then projected onto the MNI 152 atlas space through SPM8
so that every voxel centroid was assigned to a set of MNI coordinates.
The activity of each voxel in the grid was estimated as the linear
combination of the brain IC time courses multiplied by the related
weight vectors into the source space. Our analysis was restricted to
alpha- and beta-BLP connectivity, the main MEG correlates of fMRI
RSNs ( de Pasquale et al., 2010,2012; Betti et al., 2013; Marzetti et al.,
2013). For each voxel in the MNI grid, the source space signal was
filtered in the alpha (X-Y Hz) and beta (X-Y Hz) bands using separate
high-pass and low-pass Chebyshev II IIR digital filters with order 10
(the order was 8 only for the high pass in the alpha band) and stopband
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ripple 10 dB. The source-space MEG BLP time series were estimated as
with a 150ms sliding window size at window shifts of 20ms. Because
our previous study (Betti et al., 2013) showed that movie watching
induces the largest modulations of the interaction strength in these two
bands and at frequencies 0.3 Hz, we restricted our analysis to this slow
band. 

Figure 2.1 Preprocessing pipeline The description of preprocessing
steps of CNN output and BLP FC

2.2.4. Estimation of BLP connectivity

The static and dynamic BLP interactions were estimated
through the Pearson’s correlation coefficient across 45 nodes arranged
in seven RSNs (see Betti et al., 2018). However, in this study, we only
focused on the Visual Network – VIS (10 nodes), and Dorsal Attention
Network (6 nodes). To minimize spatial leakage effects on the
estimation of BLP connectivity, we applied the geometric correction
scheme (GCS) whereby leakage from a seed location is modeled on the
basis of the forward and inverse models and eliminated before BLP
correlation estimation (Wens, 2015; Wens et al., 2015). Because GCS may
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be affected by local miscorrection effects mainly due to seed
mislocalization (Wens et al., 2015), we masked out in subsequent
analyses pairwise correlation values between nodes closer than 45 mm,
which is compatible with simulation results reported previously (Wens
et al., 2015). Accordingly, these values were removed from all the next
analyses. For each run, the dynamic interaction matrices were obtained
using windows lasting 10 s, sliding in 200 ms time-steps. This duration
was retrieved in our previous study (Betti et al., 2013) showing that
naturalistic viewing influences internodal BLP interaction for
fluctuations around 0.1 Hz (the reciprocal of 10 s). Importantly, the
correlation time series during naturalistic movie segments were aligned
to the beginning of the stimuli, for each run. 

2.2.5. CNN architecture and feature extraction

As a representative model of the visual hierarchy, we employed
AlexNet, a Convolutional Neural Network (CNN) trained on object
classification using a dataset of millions of natural images (ImageNet).
This CNN model is composed of five convolutional layers and three
fully connected layers. Each layer of the CNN extracts different features
from an image. As in visual cortical areas, convolutional layers are
composed of many neurons, each one selective to a small region of the
space resembling the receptive field of real neurons, grouped in
channels selective to different features (i.e., different orientations).
Higher convolutional layers  also have bigger receptive fields in
channels selective to increasingly complex features, such as object parts
and shape. Finally, in fully-connected layers each neuron responds to
the whole image, as in higher-order visual regions. For the aim of this
study, from the eight layers of the CNN, layers 1, 2, 6 and 7 were used
to extract features to each frame of the movie. Specifically layers 1 and 2
extract low-level image features (edges, luminance) and layers 6 and 7
extract high-level image features (object recognition, semantics). Layer 1
was composed of 96 channels with 56x56 neurons each, layer 2 had 256
channels with 27x27 neurons each while layer 6 and 7 had 4096 neurons
each. We employed the pretrained AlexNet from MATLAB’s
(MathWorks Inc.) deep learning toolbox.

In order to compare the BLP signal and the CNN output, every
signal extracted from CNN was aligned with the beginning of the BLP
signal. Also, the two time-series were trunked at the shortest length,
across the subjects. Then, CNN output was subsampled at a frequency
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of 5Hz by averaging the samples in 200ms windows. All analyses were
performed on MATLAB 2016b, running on Ubuntu 18.04.3 LTS.

2.2.6. Dimensionality reduction

For each convolutive layer (layers 1, 2) we reduced the
dimensionality of the 3D matrix by averaging the CNN response to a
specific filter across the NxN dimensions. As a result, we obtained a
1x1xfilter vector (e.g., for layer 1 a volume of 55x55x96 signals is
reduced to 1x1x96). This average procedure was repeated for each time
point (200 ms). Because the output of the fully connected layers (layers
6, 7) was already in the form of 1x1xUnits, this step of the analysis was
not required. As a result, the data size was timeXoutput (where output
was filter or unit). This size varied depending on the specific layer (e.g.,
layer 1: 1214 X 96; layer 2: 1214 X 256 layers 6-7: 1214 X4096).

To reduce the computation burden and also to remove the
redundant information, we performed a Principal Components
Analysis (PCA). To identify those components explaining the greatest
variability across the responses of the filters or units, we performed
PCA separately for each layer. After standardization, we applied spatial
PCA to each layer, decomposing it into the product of layer PCs (matrix
dimensions 1214 ×PC) and the related weights (PC × Output). The
number of PCs to be kept for the next analysis was determined by
applying a threshold of 95% to the cumulative percentage variance
explained by the PCs.

2.2.7. Multivariate Linear Decoder

We used a linear decoder to map the CNN output to BLP
functional connectivity. Each BLP-connectivity time course was treated
as the target of the linear regression. Particularly, a stepwise analysis
was applied to directly compare the amount of contribution of each
feature while ensuring that the amount of variance explained is not
being overfit.

To take account of possible delays between the artificial
response (CNN output) and the biological response (BLP connectivity),
the stepwise procedure was calculated by shifting the BLP correlation
with a step of 200ms up to a maximum of 38s (Betti et al., 2013). Thus,
for each pair of nodes, we obtained a "synthetic response" which reflects
the linear combination of artificial response weighed to the regression
coefficients. The responses derived from layers 1 and 2 represent the
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processing of low-level features while layers 6 and 7 reflect the
processing of high-level movie features.

2.2.8. Lagged Pearson Correlation: BLP-DNN

To quantify the relationship between the BLP functional
connectivity and the synthetic response during the movie observation,
for each layer and separately for each band we applied a lagged
correlation by using the Pearson Coefficient. This consists of calculating
the Pearson Correlation Coefficient (PCC) between BLP connectivity
and the synthetic response with the same shift of stepwise calculation
for the entire duration of two responses. By considering a 200ms step
and the maximum delay of 38 sec, we obtained 191 lags.

The output of this analysis is a correlation value for each pair of
nodes and for each lag. Because in our analysis we are interested only in
the positive relationship between the biological and the synthetic
response, we only considered in-phase relationships. Negative
correlative values were set to NaN. Because the aim of the study was to
characterize the variation of the biological response depending on
low-level features (e.g., contrast, luminance, edge) or high-level features
(e.g., object recognition, semantics) of the image, we quantified the
Power Spectrum Density (PSD) to ensure that the spectral content was
not significantly different across layer 1 and 2, and layer 6 and 7. To do
so, we applied a periodogram method with rectangular window length
equal to the signal (N=1214). The PSD was computed independently for
each column of the PC’s matrix and the spectra were averaged in order
to obtain a single PSD for each layer. A paired t-test was performed to
evaluate significant differences in the spectral content of the signals in
the frequency range [0.01-0.5 Hz] (p=0.01 corrected for multiple
comparisons with Bonferroni correction). Because the outputs of layers
1-2 and layers 6-7 were not significantly different, the lagged correlation
coefficients have been merged according to "OR” logic operator. This
analysis step was performed to take into account possible NaN values.
In this way, for each band, we obtained a correlation matrix between the
BLP connectivity and the movie low-level features and a matrix
between the BLP connectivity and the movie high-level features. From
now on, we refer to them as level features. These analyses were
repeated for each subject.
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2.2.9 Time lag statistical test

For each subject and band, correlation coefficients were
transformed using the Z-Fisher transformation. Each z-score value was
standardized (that is, it is divided by the standard deviation of the
distribution (1/N-3), with N number of time-points. These values were
then averaged across subjects. Once obtained the z-scores group-level
matrices for each band and level feature, we applied a statistical
threshold. To obtain this threshold, we estimate 100 surrogate signals
for each node pair. These surrogate signals were obtained by randomly
shuffling the correlation values between node-pairs, while preserving
their position in a given lag. For each node pair, we estimated the mean
and the standard deviation, and then we defined the corresponding
threshold as the mean + 1 standard deviation. The correlation values
below the threshold were discarded for further analysis.

The correlation values above the threshold were assessed by
one-tailed statistical z-test. A Holm correction was applied to account
for multiple comparisons, yielding an estimate of significance (p<0.05,
corrected for the number of node pairs to be tested in each lag). Values
that were not statistically significant are discarded (set to NaN values).
In addition, to ensure the robustness of the results over time, z-values
that are not significant in at least two consecutive lags are rejected. At
the end, we obtained matrices of nodes-pair*lag size (120x191).

To determine whether the association between the biological
and the artificial response occurs at a specific temporal window, we
estimated the Probability Density Function (pdf). For each group-level
matrix, the distribution of the correlation values was fitted with a
Kernel function, separately for each band and level feature.

2.2.10. ANOVA

Before running an ANOVA design, we applied specific analysis
steps to the single-subjects correlation matrices. For each subject, band,
and level feature, the matrices were thresholded using the same
approach used for the group-level matrices. The correlation values
above the threshold were assessed by a statistical test. Each value was
converted to a normal distribution using Fisher Z-Transformation and
tested with a one-tailed z-test. A Holm correction was then applied as
for the group-level matrices.
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To test significant differences between bands and level features,
we performed a two-way ANOVA (band: 2 levels and level feature: 2
levels) analysis. The pdf curve was used as a guide to study the
response delays for each subject, selecting the time range in which the
pdf has values greater than 10% of its maximum. Specifically, for every
pair of nodes, we computed the center of gravity of the response delay
(lag), and then for each subject, we obtained a 16x16 matrix ( 10 nodes
in the Visual network, and 6 in the Dorsal) in each band and level
feature. For each subject, we selected the lag values (excluding the
diagonal and considering the upper part of the matrix) and calculated
the response delay.

2.3. Results

Correlation coefficients were standardized across time and
averaged across subjects. We first thresholded each node pair while
preserving position in a given lag, then applied a one-tailed statistical
z-test, and finally a Holm correction for the number of node pairs in
each lag. To determine whether the association between the biological
and the artificial response occurs at a specific temporal window, we
estimated the Power Density Function (pdf). For each group-level
matrix, the distribution of the significant correlation values was fitted
with a Kernel function, separately for each band and level feature.
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Figure 2.2 Mean power density spectrums representing the significant
connectivity coefficient correlations between MEG BLP and DNN in
different level features and bands over time between and within
networks . The X-axes represent 191 lags (200ms steps of 38s lags) and
the y-axes the nodes (VIS, DAN, and VIS-DAN). The distributions
characterize the functional connectivity over time in different bands
processing different level features.

Results show a clear sparse distribution over time in high level
features as opposed to low level features for both bands. The difference
between alpha and beta is highlighted in the low level features:
low-level processing can affect the BLP functional connectivity, well
beyond the early stages of processing (10-16s and 24-32s) (Figure 2.2).

Figure 2.3 ANOVA On the left, a schematic of the thresholding of
correlation coefficients at a single level subject. On the right, the 2x2
repeated measures ANOVA results. Low level processing in alpha is
significantly different from all other distributions, and low level and
high level feature processing is significantly different in time.
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For the ANOVA (Figure 2.3), we selected one lag median per
subject, level, band, and ROI and then considered both between
(VIS_DAN) and within (VIS/DAN) connections. The 2x2
(level:low/high, band: alpha/beta) repeated measures ANOVA showed
a significant main effect of level features (F(1,11)=32.57, p=.000), a
significant main effect of band (F(1,11)=9.1812, p=.01), and a significant
interaction (F(1,11)=16.842, p=.001). Post hoc Bonferroni analysis
showed a significant difference for low level features between alpha
(M= 6.485, SD= 4.058) and beta (M=14.85, SD= 6.6304) and a difference
between alpha low level (M=6.485, SD= 4.0588) and alpha high level
(M=20.167, SD=65.0547), and between beta low level(M=14.85, SD=
6.6304) and beta high level(M=22.01, SD=4.6418).

2.4. Discussion

2.4.1. Lower level vs higher level features

In the final experiment, we take advantage of the temporal
power of MEG and a CNN, a representative model of the visual
hierarchy trained on object classification. We aim to describe the
biological variation over time of low level and high level features in the
dorsal visual stream during visuospatial naturalistic viewing. We
describe the dynamics of low level and high level features in alpha and
beta frequency bands, the physiological RSN correlates (de Pasquale et
al., 2010; Hacker et al., 2017) by correlating the output from the CNN to
the MEG BLP data. Using a DNN model has been previously used to
characterize the ventral visual pathway responsible for object
classification, over very small temporal windows (first milliseconds).
Here we, utilize the DNN to look at multidimensional and complex
stimuli over windows of 38 seconds with a 200 ms lag in order to have a
description of the subjective life experience, in accordance with the idea
that integration windows can start with ms and go up to even minutes
(Hasson, 2015). The main aim of the study was to characterize the time
of the functional connectivity in lower level processing or higher level
processing over naturalistic long delays in the dorsal visual pathway.

In accordance with the increasing TR (Hasson, 2015), our first
results show a significant difference between low level functional
connectivity time processing and high level. The functional connectivity
processing of low level features has initial peaks, whereas in high level
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processing, the function is sparse over time. Deep neural networks are
modeled according to the hierarchical brain processing concept. This
became a reliable tool particularly for the understanding of object
processing in space, but also in time. For example, Cichy (2014)
compared MEG signals of human object processing and DNN
representations to describe the temporal processing in the ventral
stream over the first hundreds of milliseconds. However such studies
have described small integration windows that do not explain the
subjective integration experience of everyday life. One of the inherent
problems with experimental manipulation is the extreme control of the
experiment in order to study only the desirable variables. However, we
have an understanding of how the visual system reacts in a controlled
environment: RFs decrease from lower level to associate higher areas,
and similarly in time, TRws increase in a hierarchical manner. For
example, we have known for a long time that the earliest integration
windows are as small as 150 ms for motion integration (Gibbon et al.,
1997) and 300 ms for apparent motion (Kolers, 1972), but processing
semantic integration windows can go up to minutes (Hasson, 2015)
where if two pieces of information fall in the same integration window
then they will be understood as one. The functional modulation of low
level feature processing over long naturalistic windows has been
mainly studied in the speech literature with storytelling. For example,
Hasson and colleagues (2015) studied both the visual (silent movie) and
auditory system (7 minute story-telling) to characterize TRWs over
different integration windows. In the visual domain, the longest
integration windows have been proposed to be up to 3 seconds after
which the perceptual load of the naturalistic videos becomes too much
to integrate ideas. Fairhall and colleagues (2014) find that low level
features do not affect the perceptual integration window and propose
two mechanisms at play: a fast lower level processing to account for
visual change and the higher level integration process window that
takes up to 3 seconds. These two processes are very important since
natural viewing requires a constant integration of information or
continuous integration of prior information as opposed to working
memory, that is the retention of information with active maintenance.
As opposed to Fairhall and colleagues (2014), we find that the earliest
peak of activity is around 6 seconds for lower level features. This does
not oppose the existence of two mechanisms, one of faster integration
and another separate process at a later interval. However, here we
emphasize the importance of studying and defining even longer
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naturalistic windows allowing us to confirm particular peaks of
integration for lower level features, as opposed to sparse coding of
higher level features.

Sparse coding is a concept that has been applied mainly to
space; here we also show the mechanism in time. Each awake moment
we have massive inputs of visual data and our brain needs to process
all this information in an efficient way to understand what is relevant.
Even if we do not know exactly (or still understanding) how cortical
circuits manage this, we have general principles that explain it. One
such principle, sparse coding, was proposed first by Barlow (1972): the
brain should reformat this sensory data maintaining full representation
with the smallest possible number of neurons. It does so by adapting to
the statistics of the inputs allowing neurons to become selective to
particularly recurring patterns (Olshausen & Rozell, 2017). The reason
this principle has great appeal is because it lends an explanation to
learning and creating associations or bridging in higher order areas, by
still explicitly maintaining the structure and features of the images, all
while reducing energy.

Our results can also be relayed to the difference between
shifting attention and maintaining attention, two mechanisms that are
at play in the dorsal attention network at very short time intervals
(Spadone et al., 2021). Whereas lower level processing requires the
immediate shifts of attention and therefore faster processing, higher
level features that need to be maintained show a sparse curve of
activity. Our results extend the literature and suggest the existence of
such mechanisms even at longer temporal processing times.

In summary we confirm the existence of functional temporal
windows that are a lot longer than those described in the literature to
assess for the first time the temporal activity of functional connectivity
processing of lower level features vs higher level features. We find that
whereas lower level features are processed at certain peaks (6 seconds
in alpha and a later 15 second peak in beta), higher level features are
processed in non-precise sparse intervals.

2.4.2 Alpha vs Beta

Our results show a significant interaction between bands and
level features. Alpha and beta fluctuations are the main correlates of
resting state connectivity. Compared to rest, alpha BLP connectivity
decreases both in natural scene videos and scrambled videos both
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within and between networks, whereas beta BLP connectivity decreases
only for scrambled videos and not natural movie clips. Centrality
dynamics and spatial distributions were similar in movie clips and at
rest in beta but not alpha (Betti et al., 2018). This suggests that beta
rhythm integration is similar at rest and during natural vision. A
possible explanation is that beta band reflects task related intrinsic
activity, reflecting visual or semantic information (Betti et al., 2018). Our
results then can be explained by a system where beta might mediate
top-down priors, that facilitate the bottom-up communication of
attended stimuli (Lee et al., 2013; Bastos et al., 2015), whereas alpha
might mediate top-down influences suppressing irrelevant background
(Van Kerkoerle et al., 2014) creating priors to be processed bottom-up.
This separate role of alpha and beta is further pronounced in
visuospatial experiments. When attention is shifted to the right
hemifield, alpha decreases in the contralateral left hemisphere and
increases in the ipsilateral right hemisphere (Sauseng et al., 2005). This
effect has been noted on a single trial basis across different modalities.
When the receptive fields in V1 are exposed to different contrasts
receiving inhibitory alpha, the higher contrasts will have a higher
excitability drive and also overcome the inhibitory effect earlier in the
cycle. This helps in segmenting the visual scene into a temporal code
and explains why low level features are processed early on, and high
level features show a late modulation. Instead, from language
processing, syntactic binding or making lexical inferences cause an
increase in beta coherence whereas action verb production creates a
decrease in beta power (Weiss & Mueller, 2012), and beta enhancements
are important for integration over seconds, and understanding natural
visual events has the same timescale (Betti et al., 2021). Findings show
that beta is stabilizing the percept or reflecting its accuracy (Donner et
al., 2007; Kloosterman et al., 2015). For example, Donner and colleagues
(2007) found that beta in the dorsal visual pathway is predicting the
accuracy rather than the content of the perceptual reports of subjects,
and suggested that beta is indexing, and potentially controlling, the
efficiency of the neural computations behind perceptual decisions.
Similarly, Kloosterman and colleagues (2015) show that beta amplitude
is reflecting the perceptual change of the bimodal moving stimuli, and
Piantoni and colleagues (2010) show that synchronized beta activity
amplitude is reflecting the size of active neural coalitions, where less
likely percepts are associated with smaller coalitions. This body of
literature reasons that beta triggers a top down mechanism modulating
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the amplitude and allowing the stabilization of the newly selected
perceptual interpretation and reflects a status quo role that is
maintained also at later lags. Our characterization of low level and high
level features processed in alpha and beta over long interval windows
confirm that beta and alpha have different functional roles supported in
animal (Michalareas et al.,2016) and human studies (Bastos et al., 2015)
investigating neural synchrony. However, we extend the literature to
describe different temporal behaviors in low level vs high level features:
Whereas alpha and beta processing times for high level features are
sparse and show the same behavior, beta and alpha are involved in the
processing of low level features at earlier intervals, however, beta peaks
also at a later interval. Even if beta and alpha can be phase-locked if
they arise from the same neural generator, they can also be separate.
Our results reflect a similar mechanism, where alpha and beta behave
differently in lower level processing, but show a similar temporal
behavior or sparse curve in higher level processing.

2.4.3. Dorsal pathway

Function of the dorsal attention system can be described from
action observation studies. In the action observation literature, ventral
and dorsal networks are at play. The ventral network explains the
features with ever more complexity, while the dorsal attention nodes
relay visual to motor representation, and are involved in constant
feedback with the sensorimotor system to anticipate next movements.
Infact, the activity in the sensorimotor system is activated during
observation and execution. The areas involved in this mirror-like
behavior are the precentral gyrus, inferior frontal, and inferior parietal
area/intra sulcus. According to Wolpert and Ghahramani (2000),
mirror-like activity is possible through both the forward and inverse
models. The hypothesis is that inverse signals from predictive
fronto-parietal areas are merged with forward information to
understand others' intention after simulation. Sebastiani and colleagues
(2014) suggest that the neural correlates of those are along the beta and
alpha phases. Infact, in the sensorimotor area mainly, mirror-like
activity (observation/execution) is usually described with the u
rhythm, that is a mix of both alpha (8-12) to beta (20-25). The u rhythm
arises from the harmonic beta (20) and alpha (10) mixture. Whereas in
execution alpha, beta, and u are all found to be the same, in observation
there is a posterior-anterior sequence in alpha and a simultaneous
fronto-parietal activity in beta. This suggests that beta has a predictive
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role, since it is involved in status quo and motor activity, it could be
assessing the precision of the expected sequence of movements, to
increase the efficiency of feedback.

As such the function of the dorsal pathway has been studied in
the visual stream along very quick timescales abundantly, however, few
studies investigate information accumulation and the function of the
ventral and dorsal stream in long temporal naturalistic windows. Our
aim was to characterize the difference in functionality in the dorsal
visual brain over long intervals, where millisecond signaling cannot be
accounted for anymore. Language studies map temporal windows for
word, sentence, and paragraph processing along the VAN and DAN
that go up to 38 seconds (Lerner et al., 2011). One study aimed to map
the temporal windows along the dorsal visual stream (VIS and DAN)
(Shi et al., 2017). They compare fMRI data of subjects watching short
clips of movies with a trained RNN (Recurrent neural network). RNNs
integrate spatial and temporal information, providing a hierarchical
and distributed model of visual processing memory. Unlike CNNs,
RNNs learn spatiotemporal features from videos, enabling better action
recognition and predicting cortical responses to natural movie stimuli,
particularly in dorsal stream visual areas. They map windows up to 8
seconds, and find a significant difference in temporal windows in the
early visual area and in the higher dorsal attention nodes. Given the
evidence of the function of DAN along longer timescales, here we map
this change in different bands at different level features.

2.4.4. Limitations

One limitation of the study is that MEG and CNN data had to
be heavily preprocessed in order to reduce complexity. This
downsampling may possibly be removing important temporal and
spatial information. However it is important to note that our MEG data
was used in earlier studies and already preprocessed. Moreover, to take
account of possible delays between the CNN output and the biological
response (BLP connectivity), a stepwise procedure was calculated by
shifting the BLP correlation with a step of 200ms up to a maximum of
38s as proposed by Betti et al., 2013. Moreover, the already selected
nodes are based on prior fMRI studies that yield reliable resting-state
network (RSN) classification at the individual subject level even if
limited in the prefrontal and tempopariaetal regions (Hacker et al.,
2013). We acknowledge that our choice of nodes affects all subsequent
analyses, but we chose to have a consistent pipeline with the previous
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studies using this MEG data (Betti et al., 2013; Betti et al., 2018). On that
note, the next step would be to replicate these results using different
parcellations, and exploring more networks.

33



Chapter 3

The representation of hands in the resting somatomotor
area

3.1. Introduction

The hand is an active sensory organ. Daily, we rely on its
physical and motor properties to grasp and manipulate objects, often
under visual guidance. This ability also depends on proprioception and
touch. These two sensory systems track the movement of the hand and
convey information about the objects respectively. Therefore, visual and
haptic information co-occur (Ernst & Banks, 2002) with the motor
counterparts, especially during everyday manual behavior. Sensory
afferents and movements are represented in the primary somatosensory
(S1) and motor cortices (M1) (Penfield and Boldrey, 1937; Merzenich et
al., 1978; Rizzolatti & Luppino, 2001; Schieber, 2001). Notably, however,
recent studies in healthy individuals showed non-afferent processing of
visual stimuli within the primary somatosensory cortex (Kuehn et al.,
2018). It is unknown, however, whether such multisensory response
maps reflect the co-occurrence statistics occurring during natural
manual behavior. Having “access” to the visual and sensorimotor
properties of the hand can be an efficient strategy for the brain to
interact with the features of everyday objects rapidly. Recent studies
show that information from the visual to the motor cortex has a short
latency, and that the connection is facilitated during visuomotor stimuli,
possibly contributing to visuomotor integration (Strigaro et al., 2015).
The perception of static body stimuli suggestive of fluent movement
recruits the motor area shown by an increase in oxygen dependent
responses in M1 and SMA and an increased functional connectivity
between the two areas (Orgs et al., 2016).

Recent theoretical and empirical studies (Betti et al., 2021;
Pezzulo et al., 2021; Livne et al., 2022) suggest that statistical regularities
of the body and environment may be coded in resting brain activity.
The spontaneous activity observed when the participant lies quietly at
rest, without any sensory input nor motor output (Fox & Raichle, 2007),
may have a role in encoding such multisensory representation of the
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hand more than other biological stimuli. Previous electrophysiological
and neuroimaging studies show that, rather than being random noise,
the spontaneous activity is highly structured in space and time, as
observed by (for a review (Deco & Corbetta, 2011; Raichle, 2011)).
However, there is still no consensus on its functional role and
computations.

The first systematic investigation addressing the
spatiotemporal structure of the spontaneous activity focused on the
hand region of the primary somatomotor cortex. Through interregional
correlations at rest, or resting-state functional connectivity, authors
found that the topography of the somatomotor areas is similar to that
evoked by finger movements (Biswal et al., 1995). One possible
interpretation of Biswal’s (1995) findings could be that the internal
representations of the hand at rest resemble those during touch and
action (Wang et al., 2013). This begs whether the resting (somatomotor)
brain retains traces of everyday experience with the hand, either visual,
motor, or somatosensory. If this hypothesis holds, it can suggest that the
internal hand model is stable, present even at rest, and multisensorial,
encompassing the visual and somatomotor aspects. Stimulus-evoked
patterns are linked to spontaneous multi-voxel activity patterns, mainly
in the stimulus’s preferred brain region (Kim et al., 2020). Furthermore,
the cortex processes coincidentally occurring information (Blake et al.,
2002). These two aspects support the interpretation that the
co-occurrence of vision and usage of the hand are represented in the
generic patterns of the resting somatomotor cortex.

Building on this evidence, we hypothesized that the
multivariate patterns of BOLD resting-state activity in the somatomotor
cortex retain a high similarity with patterns of the multivariate
task-evoked activity elicited by visual hand stimuli. If the internal
model adapts to natural stimuli (Berkes et al., 2011), this effect should
be specific for natural hands but not for hand-shaped objects (such as
robot hands or gloves) or control stimuli (i.e., food). Given that intrinsic
representations are specific for the stimuli being coded in that area (Kim
et al., 2020), we expect this effect in the hand but not the foot area of the
somatomotor cortex. Finally, we also do not expect this effect in the
early visual areas that code low to mid-level features. We calculated
rest/task coherence using both the kolmogorov-smirnov test and the
U90 cutoff (Kim et al., 2020). As opposed to the kolmogorov-smirnov
test, the U90 cutoff captures the frames of resting state over time with
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the highest coherence with the average multivoxel activity of a category.
While the kolmogorov-smirnov test evaluates the whole of two
distributions to determine a goodness of fit, the U90 cutoff correlates
multivoxel task-related patterns with those extracted from each time
point of the resting-state to generate cumulative distribution functions
using the upper 90th percentile as a measure of strength of coherence
between stimulus group and rest patterns for each ROI and subject.
This allows us to highlight the differences in the tails of the
distributions. Both our kolmogorov-smirnov and u90 results confirmed
that an internal representation of the static hand, not suggestive of any
motion, is coded in the left somatomotor region. Specifically, this
representation was lateralized to the left, in hand, but not the foot area.
This representation was found in the early somatomotor areas but not
in the visual cortex, suggesting that it might be used for its inferred use.
This is further confirmed by the trend analysis showing that the internal
hand representation is stronger than that of the robot hand or glove.

3.2. Materials and Methods

3.2.1. Subjects

Twenty healthy individuals (10 females) were enrolled in the
study (mean age ± SD 29 ± 2.59, range 24-34). All subjects underwent
medical interviews and examinations to rule out the history or presence
of any disorders that could affect brain function and development.
Participants were provided with a detailed description of all the
experimental procedures and were required to sign a written informed
consent. The study was conducted under a protocol approved by the
local ethical committee (protocol n. 1485/2017) according to the
Declaration of Helsinki (Association, 2013). All subjects were
right-handed, following the Edinburgh Handedness Inventory. We
discarded one subject from subsequent analyses because of excessive
movement artifacts in fMRI data, leading to a final sample of nineteen
subjects.

3.2.2. Design and Stimuli

The paradigm was divided into three parts. The first part
included an eight-minute resting-state scan (pre-task scan). During the
resting-state scan, subjects fixated a red cross (24 x 24 degrees) at the
center of the screen (VisuaStimDigital dual-display goggles, 32 x 24
degrees of visual angles, Resonance Technology Inc.), without
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performing any cognitive or motor tasks. In the second part, we
presented subjects with pictures of four categories of objects , natural
hands, robot hands and control stimuli (i.e., food). All stimuli had the
same vertical orientation. Left and right hands presented from the front
and from the back were randomly selected and presented. We used six
different examples for each object category. We presented subjects with
five four-minute runs: in each run, subjects attended twelve
randomized blocks (three categories, four blocks each). Each block
lasted 12 seconds, followed by 8 seconds of fixation, and included 20
randomized repetitions of the six category stimuli, each presented for
0.3 seconds and followed by fixation for 0.3 seconds. Participants were
instructed to perform a covert working memory one-back task as in the
first task. Each run began and ended with 20 seconds of rest to acquire
baseline fMRI activity. For the stimulus set, we used pictures of items
pertaining to the four categories, which were converted to grayscale
and matched for global luminance and root-mean-squared (RMS)
contrast to control for low-level visual biases. The object pictures were
centered and embedded in a circular pink-noise display with a fixed
circumference (16 degrees) blending into a gray background.

For the third part, subjects performed a three-minute finger tapping
localizer scan. We instructed them to tap their thumb on every other
finger of their right-dominant hand sequentially and at their own pace
(blocks of 15 seconds of activity followed by 15 seconds of rest).

All the visual stimuli were presented using MR-compatible display
goggles (VisuaStimDigital, Resonance Technology Inc.) covering 32 x 24
degrees of visual angle, and a PC running MATLAB (MathWorks Inc,
Natick, MA, USA) and the Psychophysics Toolbox version 3 (Kleiner et
al., 2007).

3.3.3. MRI Data Acquisition

We used a Philips 3T Ingenia scanner with a 32-channel
phased-array coil. We used a gradient recall echo-planar (GRE-EPI)
sequence with TR/TE = 2,000/30ms, FA = 75°, FOV = 256 mm,
acquisition matrix = 84 × 82, reconstruction matrix = 128 × 128,
acquisition voxel size = 3 × 3 × 3 mm, reconstruction voxel size = 2 × 2 ×
3 mm, 38 interleaved axial slices, and 240 volumes. We also acquired
three-dimensional high-resolution anatomical images of the brain using
a magnetization prepared rapid gradient echo sequence (MPRAGE)
with TR/TE = 7/3.2ms, FA = 9°, FOV = 224 mm, acquisition matrix =
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224 × 224, acquisition and reconstruction voxel size = 1 × 1 × 1 mm, 156
sagittal slices.

Figure 3.1 Experimental design and visual stimuli The experiment
consisted of 3 phases: i) pre-task resting-state scan (A), ii) 1-back rapid
block design with four categories (B), and iii) finger tapping localizer
scan (D). Visual stimuli are represented in (C).
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3.2.4. Preprocessing

We used the AFNI software package (Cox, 1996) and a standard
preprocessing pipeline to preprocess fMRI data, separately for tasks
(i.e., visual working memory and finger tapping) and resting-state runs.
We temporally aligned the runs (3dTshift), then corrected for head
motion (3dvolreg), and used the transformation matrices to compute
the framewise displacement, identifying time points affected by
excessive motion (Power et al., 2012). We then spatially smoothed the
data using a Gaussian kernel and an iterative procedure up to 6 mm
Full Width at Half Maximum (3dBlurToFWHM). We then normalized
the runs by dividing the intensity of each voxel over its mean over the
time series and applied a multiple regression analysis (3dDeconvolve)
to estimate the activation patterns for each category. We aimed to show
that the hands' category would be more strongly represented in resting
state somatomotor hand-preferred areas. For each subject, we modeled
a GLM that included the four stimulus categories (hand, robot, glove,
food) for the visual working memory task and the finger movement
blocks for the hand motor localizer. The output was a stimulus-evoked
BOLD multi-voxel task (category) beta weight. We included head
movement parameters, framewise displacement, and signal trends as
nuisance variables. We performed a generalized least squares time
series fit for the resting-state data to account for nuisance regressors
defined above and signal autocorrelation using an autoregressive
moving average model (order 1). We registered single subject results
and preprocessed rest scans to MNI152 standard space (Fonov et al.,
2009) using nonlinear registration.

3.2.5. ROIs

We selected three regions of interest (ROIs) to test the
association between resting-state spontaneous activity and task-evoked
activity. We identified the left somatomotor area after thresholding
(p<10-6 uncorrected) the finger tapping localizer, resulting in a small
ROI (~5,000 μL) encompassing the precentral and postcentral gyri, as
also suggested by the overlap with the HCP atlas (Glasser et al., 2016).
The center of gravity of our ROI is -42 -24 54 (MNI atlas) and is only
6.34 mm far apart from the hand knob considering the classical paper of
Chouinard and colleagues (Chouinard and Paus, 2006) (-38 -28 52) and
8.75 mm considering Yoshimura and colleagues (2017) (−34±4, −25±3,
57±11). Then, we selected the right somatomotor area by left/right
flipping the ROI mentioned above (3dLRflip). We defined the bilateral
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early visual cortex (V1, V2, V3) using VisFAtlas (Rosenke et al., 2020) as
a further early sensory control region. .

3.2.6. Multi-voxel pattern analysis

In the main analysis, we first analyzed the association between
resting-state and each task-evoked multivoxel activity using a 2-sample
kolmogorov-smirnov test. We performed for each ROI a rANOVA with
4 levels of task/rest coherence according to the four stimulus categories.
In order to characterize our dataset better, we calculated the empirical
cumulative distribution function (ECDF) that represents the tails of the
distributions of task/rest coherence. Given that task specificity was
represented with distributions with heavy-tails, we also used the U90
cutoff introduced by Kim and colleagues (Kim et al., 2020) (Figure 2).
For each category group, we computed a cumulative distribution
function that represents the strength (r2) of the correlation between the
average multivoxel category representation and the patterns from every
time point of the spontaneous activity. Briefly, the patterns of
task-evoked activity of the four stimulus categories (hand, robot, glove,
food) were extracted in each subject and ROI. We correlated (using
1-pdist2, 'correlation' distance on MATLAB) the z-scored multivoxel
activity of task conditions and with the patterns of all resting state
timepoints. This procedure ultimately generated a distribution of
correlation coefficients for each stimulus category, ROI, and subject
(Figure 2). As in (Kim et al., 2020), we saved the u90 measure (90th
percentile) pattern association for each task condition to measure
task/rest congruence. This approach, recently adopted by other studies
(Livne et al., 2022; Kim et al., 2020; Zhang et al., 2023) constitutes a
representative measure of the relationship between patterns of resting
state activity and those evoked by a category (averaged task-evoked
vectors). The U90 value is a transparent estimation of spatial similarity
since it refers to the value of a correlation coefficient suggesting the
degree of similarity between task-evoked and resting-state activity
patterns. This cut-off has a statistical rationale: values below could be
closer to the mean of the distribution (mean=0), while values above
90th percentile could be a few, and not representative of the population.
In order to compare our data to Kim and colleagues (2020), we
additionally inspected the skewness (calculated as mean of pattern
association - median of pattern association / standard deviation) and
the spread (calculated as the variance of the pattern association) of the
data. In the main analysis, we performed for each ROI a rANOVA,
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modeling the u90 values across 4 levels (according to the four stimulus
categories) and applied Sidak corrections post-hoc.

Figure 3.2 U90 analysis We extracted the activity patterns elicited by
the four stimulus categories in each subject and ROI and correlated
them with those extracted from each time point of the resting state. We
considered the upper 90% (U90) from the distribution of correlation
coefficients for each stimulus category, ROI, and subject to measure
task/rest congruency for the ANOVA. Each subject then had 4 U90
measures.
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Further follow-up analyses in the left somatomotor ROI
included a trend analysis to test a priori hypotheses of differences
among stimulus categories (hand>robot>glove>food), an analysis
suited for exploring post hoc ANOVA interactions. Finally, we
performed a searchlight analysis (radius=6 mm) in a larger extent of the
left somatomotor cortex (p<0.0001, uncorrected) to better highlight the
subregions of the postcentral and precentral gyri involved in the
association between task and rest activity.

3.3. Results

In this study, we examined whether the human somatomotor
cortex codes at rest for a visual representation of the hand and its
inferred use. Using functional magnetic resonance imaging (fMRI), we
acquired an eight-minute resting-state scan in which observers kept
their eyes on a fixation point without any explicit cognitive or motor
task (Figure 3.1A). We then presented observers with pictures of four
categories of stimuli, i.e., natural hands, robot hands, gloves, and
control stimuli (i.e., food) (Figure 3.1B-C). We were interested in testing
two main predictions. First, we predicted that the somatomotor cortex
would represent at rest more commonly hand vs. non-hand stimuli.
This is given by the nearly continuous vision of our hands in everyday
life, compared to hand-like stimuli like robot hands or gloves. These
stimuli share visual attributes with hands but are much less common.
Second, inferred action/use may also modulate spontaneous activity in
the somatomotor cortex. Robot hands perform similar action to hands,
while gloves have no autonomous motor attributes, despite their
relative visual similarity. To test the association between resting-state
spontaneous activity and task-evoked responses, we selected three
separate regions of interest (ROIs): left and right somatomotor areas
(i.e., precentral and postcentral gyri), identified with a three-minute
finger tapping scan (Figure 3.1D), and bilateral early visual areas
(V1-V2-V3) selected using a functional atlas of the visual cortex. For
further specificity, we then selected the foot somatomotor area, by
creating a sphere with 7.5 mm radius around the center of gravity
coordinates (+4, −30, 68) to make sure that our effect is specific to the
hand specialized somatomotor area.

For each ROI we extracted both task-evoked and rest
multivoxel activity and calculated the coherence using a
Kolmogorov-smirnov test. To highlight the differences characterized
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with distributions with heavy tails, we then compared the mean
multivoxel activity of each stimulus object to the patterns of every time
point of resting state. This resulted in 4 vectors (for 4 stimulus groups)
of Pearson’s r values representing the strength between the stimulus
and rest patterns and can be represented with 4 cumulative distribution
functions(CDF). We compared the CDFs considering only the upper
90th percentile as a cutoff.

We performed a 1-way rANOVA comparing the
kolmogorov-smirnov correlation values for each rest/category group
across subjects in each region of interest (left, right somatomotor,
bilateral visual) and then used the same approach for the U90 values.
Using the kolmogorov-smirnov test, the 1-way rANOVA yielded
significant differences (after Bonferroni corrected threshold) between
rest/category group correlations in the left somatomotor ROI (Figure
3A), (F(3,54)=4.194, p=.009, η2=18.90), but not in the right somatomotor
ROI (Figure 3.3 C) (F(3,54)=0.84, p=.47, η2=4.50) or in the early visual
areas (Figure 3.3 E) (F(3,54)=1.13, p=.34, η2=5.92). Using the U90 values,
we confirm the significant results after Bonferroni correction only in the
left somatomotor cortex, where the hand stimuli yielded the strongest
rest-task similarity as compared to non-hand stimuli or objects (Figure
3.3 B) (F(F(3,54)=4.825, p=.005, η2=21.14). Posthoc comparisons using
Sidak correction (p<0.05) indicate that the hand condition (M=0.283,
SD=0.017) is significantly higher than the food condition (M=0.232,
SD=0.011). Instead, in the right somatomotor area, the 1-way rANOVA
using U90 correlation values showed no significant main effect of
conditions (F(3,54)=.641, p=.592, η2=3.44), confirming that the effect was
left-lateralized (Figure 3.4 B). Finally, as expected, there were no
differences in correlation in the non-hand-preferred early visual areas
(Figure 3.4 C) that extract low- to mid-level visual features controlled
for in our stimuli (Burkhalter and Essen, 1986; Hubel and Livingstone,
1987) where the 1-way rANOVA showed no significant main effect of
conditions (F(3,54)=1.423, p=.246, η=.073).
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Figure 3.3 ECDF and U90 (A -C -E) As visualized with the ECDF
representing coherence between rest and task category
(hand/robot/glove/food) in the left somatomotor (A), right
somatomotor ( C), and early visual areas (E), main differences were
found in the positive tails of the distributions. For visualization
purposes, we added the ECDF of the resting state pattern alone, and the
u90 equivalent cutoff. (B-D-F) We further used the approach of (Kim et
al., 2020) who used the upper 90% cutoff (U90) of the distribution of
correlation values to measure task-rest multi-voxel pattern similarity.
We show separate rANOVAs in the left somatomotor (B), right
somatomotor (D) and early visual areas (F): The x-axis shows the 4
categories, and the y-axis shows the U90 correlation of task-rest. Each
dot represents a subject. In the right somatomotor hand region (B) and
early visual areas (C), the rANOVA showed no significant main effect of
conditions (p<0.05). Instead in the left somatomotor area the rANOVA
shows a significant main effect of visual categories (F(3,54)=3.469,
p=.022, ETA=.162).
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In the left somatosensory area, we followed up with a trend
analysis for exploring post hoc the rANOVA interactions and testing the
differences among stimulus categories (hand>robot>glove>food)
(Figure 3.4). Here, the aim is to better understand the multimodal
activity highlighted by the visually induced effect. This investigation
revealed a significant trend for decreased task-rest similarity in the
multivoxel spatial pattern going from natural hand to hand-shaped
objects (e.g., glove) (F(1,18)=9.055, p=.008, η=.335) (Figure 3.4 B). Finally,
a searchlight analysis (radius=6 mm) in a larger extent of the left
somatomotor cortex (p<0.0001, uncorrected) was performed to better
highlight the subregion of the postcentral and precentral gyri involved
in the association between task and rest activity. Interestingly, this
region falls in the post-central gyrus in correspondence with the hand
notch (Figure 3.4 C). or in the somatomotor foot area (F(3,72)=0.25, p=.862,
η=.96).

Figure 3.4 Results in the left somatomotor area (A) ANOVA: The
x-axis shows the four categories, and the y-axis shows the U90
correlation of task-rest. Each dot represents a subject. The ANOVA
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shows a significant main effect of visual categories (F(3,54)=3.469,
p=.022, ETA=.162). (B) the graph shows a significant linear trend
(hand>robot>glove>food) (F(1,18)=9.055, p=.008, ETA=.335). The x-axis
shows the 4 categories, and the y-axis shows the R2 of the task-rest
correlation. Each dot represents a subject. (C) The lower part shows a
searchlight analysis shows the task-rest association critically depends
on the postcentral gyrus activity.

3.4. Discussion

Hands are regularly in sight in everyday life. This visibility
affects motor control, perception, and attention, as visual information is
integrated into an internal model of somatomotor control. Spontaneous
brain activity, i.e., ongoing activity in the absence of an active task (rest),
is correlated among somatomotor regions that are jointly activated
during motor tasks. Moreover, recent studies suggest that spontaneous
activity patterns do not only replay at rest task activation patterns but
also maintain a model of the statistical regularities (priors) of the body
and environment, which may be used to predict upcoming behavior.
Here we test whether spontaneous activity in the human somatomotor
cortex is modulated by visual stimuli that display hands vs. non-hand
stimuli and by the use/action they represent. We analyzed activity with
fMRI and multivariate pattern analysis to examine the similarity
between spontaneous (rest) activity patterns and task-evoked patterns
to the presentation of natural hands, robot hands, gloves, or control
stimuli (food). In the left somatomotor cortex, we observed a stronger
(multi-voxel) spatial correlation between resting-state activity and
natural hand picture patterns compared to other stimuli. A trend
analysis showed that task-rest pattern similarity was influenced by
inferred visual and motor attributes (i.e., correlation for
hand>robot>glove>food). We did not observe any task-rest similarity in
the visual cortex or the foot specialized somatomotor area. We conclude
that somatomotor brain regions code at rest for visual representations of
hand stimuli and their inferred use.

3.4.1. Encoding of the hand form in the resting somatomotor regions

In the case of hand, use and visibility often co-occur, with
beneficial effects on behavioral performance: hand visibility improves
the accuracy of volitional movements (Desmurget et al., 1997), reduces
the perception of pain (Longo et al., 2009), increases the tactile
perception (Kennett et al., 2001), and allows motor-visual regularities
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that compute the sense of agency (Wen & Haggard, 2020). During the
interaction with the external objects, we also rely on an intrinsic model
of body structure to mediate a sense of position (Longo & Haggard,
2010; Longo et al., 2010). Other evidence suggests that the brain
employs a standard posture or a Bayesian prior for guiding body-space
perception and action (Romano et al., 2021). This is interesting in light
of the idea that spontaneous activity maintains statistical regularities
(priors) to anticipate and even predict environmental demands (Raichle,
2011). This hypothesis has been tested using natural visual stimuli and
common cognitive tasks (Betti et al., 2013, 2018; Spadone et al., 2015;
Kim et al., 2020; Livne et al., 2022). More specifically, the idea is that
during offline periods, the brain forms generic priors or
low-dimensional representations, as categories or synergies, rather than
individual instances or movements, that summarize the relative
abundance of visual stimuli, objects, or motor patterns in the natural
environment. Interestingly, this reduced subspace of summary
representations is formed along a hierarchy that has the somatomotor
cortices at the lower level (Pezzulo et al., 2021). Consistently, our results
show that at rest the hand somatomotor region maintains a multivoxel
pattern of activity that resembles that evoked by the presentation of the
natural hands compared to control stimuli (e.g., food). We use two
methods to correlate our data: While the Kolmogorov-Smirnov test
evaluates the whole of two distributions to determine a goodness of fit,
the U90 cutoff correlates multivoxel task-related patterns with those
extracted from each time point of the resting-state to generate
cumulative distribution functions using the upper 90th percentile as a
measure of strength of coherence between stimulus group and rest
patterns for each ROI and subject. This allows us to highlight the
differences in the tails of the distributions. Therefore, the somatomotor
regions acting as a central node of processing of afferent and efferent
inputs, fundamental for the active tactile feedback and proprioception,
may retain low-dimensional representations (e.g., the body form)
during the offline periods, instrumental to the interaction with the
environment. We often rely on the physical properties of our body
(especially the hand) to grasp and manipulate objects and the
co-occurrence of sight and use contribute to generate priors tied to the
actual experience. According to the idea that things occurring nearly
coincidentally in time are represented together in the cortex (Blake et
al., 2002), i.e., cutaneous, proprioceptive, and visual signals, the
co-occurrence statistics of usage and visibility may be represented in the
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somatomotor regions. Despite diverse spatial and temporal resolutions,
previous findings in humans have demonstrated the existence of
preferred tuning of single neurons to visually cued non-grasp-related
hand shapes in the posterior parietal cortex (Klaes et al., 2015).
Moreover, in monkeys, a substantial number of neurons in the
arm/hand region of the postcentral gyrus is activated by both
somatosensory and visual stimulation (Iriki et al., 1996). Here, for the
first time, we found that the rest-task similarity in the somatomotor
cortex is driven by the hand form, and we can access it through a
visually cued paradigm without explicit motor processing.

Our results align with the multimodal role of M1/S1 that
embodies different body/motor-related representations, including the
one mediated by hands. Linguistic studies show correlates of action
words in the somatotopic activation of the motor and premotor cortex
(e.g., Hauk et al., 2004; Raposo et al., 2009). Similarly, embodied
cognition theories suggest that understanding action verbs is reliant on
the involvement of action-related areas; this representation is found to
be body-specific. For example, right- and left-handers perform actions
differently and use different brain regions for semantic representation
(Willems et al., 2009).

In summary, the stability of the spontaneous activity suggests
that this set of neural signals is a possible candidate to preserve
long-term models and priors of common behaviors and natural stimuli
(Betti et al., 2021; Pezzulo et al., 2021). These prior representations are
the result of statistical learning mechanisms that store the co-occurrence
statistics of hand visibility and usage, instrumental to the exploration
and manipulation of the surroundings.

3.4.2. An interplay of visual and motor attributes modulates the match
between resting and task-related activity.

From birth, humans learn to use their hands in a more refined
and precise fashion to interact with external objects. Spontaneous
activity has been hypothesized to reflect recapitulation of previous
experiences or expectations of highly probable sensory events. More
precisely, the ongoing activity could be related to the statistics of
habitual cortical activations during real life, both in humans (Betti et al.,
2018; Strappini et al., 2018; Kim et al., 2020) and animals (Yao et al.,
2007; Berkes et al., 2011). For example, in (Livne et al., 2022) a higher
similarity between motor and spontaneous patterns have been shown
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for natural hand sequences than for novel sequences. Based on these
findings, our results can be interpreted as evidence that rest-task
similarity reflects natural stimuli, or more specifically, hand-like objects
as compared to artificial ones. More recent studies have found that this
effect is higher in stimuli-selective regions (Kim et al., 2020).

Beyond being natural, hands have sensory and motor
attributes. From a visual point of view, gloves and robotic hands share
with the hands both size and shape, but they are non-living items with
either synthetic motor properties such as the robot, or no independent
motor attributes such as the glove. While the visual attributes may
explain the similarity between rest and task activity induced by the
natural hand compared to control objects (i.e., food) (Figure 3.3 A/C),
the inferred action/used can bias such similarities along a continuum
where hands are higher, as tied to natural movements, than robotic
hands performing similarly, yet unnatural, and gloves, without
autonomous motor attributes (Figure 3.4 B). The interplay of these
factors offers an interpretation of the rankings obtained: on top of the
continuum, the natural hand, most abundant environmentally, has
necessary visual features and motor attributes, then the robot hand
though not as environmentally abundant, has the same visual features
and synthetic motor attributes, the glove retains only the visual features
but cannot act on its own, and finally the food objects neither have the
same visual nor motor attributes.

Studies in the visual cortex demonstrated that the long-term
natural experience shapes the response profile. The high-level cortical
representations of these regions capture the statistics with which visual
stimuli occur (Simoncelli & Olshausen, 2001; Chan et al., 2010).
Furthermore, animal studies demonstrated that when visual stimuli are
natural scenes, the reliability of visual neurons' response increases and
persists in the subsequent spontaneous activity; these effects are not
observed with the stimulation with the noise of flashed bar stimuli (Yao
et al., 2007). In the ferret’s visual cortex, the tuning function of neurons
“learns” the statistics of natural but not artificial stimuli as the animal
grows (Berkes et al., 2011). Here, for the first time, we found evidence of
visual representations encoded in non-visual regions at rest, but regions
still specific to our hand stimuli (hand notch area). Thus, we believe that
the cumulative impact of the statistics with which natural stimuli occur
during the development and the experience shape the ongoing activity
of the whole brain, not limited to the visual cortex. Our results are
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confirmed and opposed by Stringer and coworkers (Stringer et al., 2019)
that show representations of natural motor sequences at rest in the
mouse visual brain but also across the forebrain. Similar to our results,
they confirm that natural sequences are coded in resting state and shape
the activity of the whole brain, but conversely, they find motor sequence
representations in the visual system. The discrepancy could be
explained by the fact that our stimuli did not represent any actions (i.e.,
strictly open hands), and the fact that spontaneous activity in mice is
recorded differently than in humans (mouse running in darkness vs
humans staring at a cross with eyes open). However, their results
similarly show evidence of generic multimodal representations
encompassing both motor and visual attributes.

Our results could be alternatively interpreted as a result of
motor imagery. Very early works have found that motor imagery (i.e.,
imagining a movement without executing it) has been found to share
overlapping networks with motor performance (Porro et al., 1996).
However, we can exclude the possibility that our participants were
engaged in hand motor imagery during the resting state scan, since that
was acquired before the presentation of the visual stimuli task and they
were naive to the aim of the study.

3.4.3. The representation of the hand in the somatomotor area is left-lateralized

Our study shows that the multi-voxel activity of hands in the
somatomotor area is most represented in resting-state activity; this
effect was lateralized to the left, not the right, somatomotor area (Figure
3.4 B). From a theoretical point of view, the lateralization result is well
aligned with the existing literature: compared to other body parts and
objects, static pictures of hands and tools have overlapping activations
in the LOTC that are then selectively connected to the left intraparietal
sulcus and left premotor cortex (Bracci et al., 2010; Bracci & Peelen,
2013; Lingnau & Downing, 2015). Moreover, a body of literature shows
bilateral motor cortical activations are produced with the left
non-dominant hand. In contrast, movements with the dominant right
hand induce only contralateral (left) activations (Rushworth et al.,
2001). Precisely, visuospatial orientation attention, measured with eye
movements, activates a network of premotor and parietal areas in the
right hemisphere, while motor attention and selection, measured as the
attention needed to redirect a hand movement, activate the left
hemisphere (Schluter et al., 1998; Kuhtz‐Buschbeck et al., 2003). TMS
and lesion studies further support this left lateralization, describing
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motor selection, motor attention, or motor learning (Schluter et al., 1998;
Rushworth et al., 2001). The effector independent activation in the left
hemisphere is also found in kinesthetic motor imagery that activates
common circuits for motion in the premotor, posterior parietal, and
cerebellar regions (Kuhtz‐Buschbeck et al., 2003). More recently, Karolis
and colleagues (Karolis et al., 2019), using fMRI, built a lateralization
functional taxonomy along four axes representing symbolic
communication, perception/action, emotion, and decision-making.
Along the action/perception axis, the categories movement, finger
tapping, motor observation, and touch were all found to activate the
sensorimotor areas of the left hemisphere selectively. Interestingly, all
these categories had the term hand or finger as the principal
components with the highest loadings.

In summary, we provide the first evidence that the ongoing
activity in the left somatomotor regions maintains a long-term
representation of the hand shape in the absence of any motor task or
sensory stimulation. Furthermore, this result may lend support to the
representation of visually related information in M1/S1 enforcing a
multimodal role in these areas.

3.4.4. Limitations

The most significant limitation of our study is the use of highly
controlled still images. Stimuli presented were in black and white with
noise imposed on top to correct for low and mid-level features. This is
necessary as a first step since we are looking for generic representations
in resting state activity and are using early visual regions as a control.
Since resting state patterns represent the statistical regularities of the
environment, as a next step, more naturalistic stimuli (for example,
videos) should be used as opposed to our non-naturalistic images.

On a methodological note, our ROIs encompass both the pre
and post-central gyrus; even though the searchlight analysis shows the
task-rest association critically depends on the postcentral gyrus activity,
giving more spatial specificity to the effect, further studies should
entangle the hand region alone. Moreover, since kinesthetic motor
imagery activates the left premotor, posterior parietal, and cerebellar
regions and is effector-independent (Kuhtz-Buschbeck,  2003), this
would help us rule out mental imagery as a possible explanation of our
results.

3.4.5. Conclusion
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The sensory and perceptual analysis is not only dependent on
external stimuli but also on the coding of expected features in the
surroundings simultaneous to the flow of information (Engel et al.,
2001). Building models of the environment create generic priors that are
stable and common across individuals yet malleable with experience
and age (Betti et al., 2021). If motor-sensory interactions are entrained
throughout development into spontaneous cortical oscillations, then
our internal model must have a reservoir of natural behaviors. Our
experiment shows that spontaneous activity representing the internal
model, despite its apparently noisy structure, reliably encodes the
visuospatial topography of the natural human hand in somatomotor
areas. This suggests that the human hand represents a prior for the
effective motor interaction with the external environment to allow
exploration, learning, and adaptation. In line with the malleability of
the cerebral cortex in response to behavior and other input
manipulations, to our knowledge, this is the first experiment to show
that visually-conveyed representation of hands in resting-state activity
in frontoparietal somatomotor areas by looking at the relationship
between evoked and spontaneous activity. By measuring coherence
between evoked activity and resting state activity, we shed light on a
multimodal role of the somatomotor areas.

3.4.6 Significant Statement

The functional role of spontaneous brain activity still needs to
be defined. Existing literature suggests the resting human brain
preserves representations of the statistical regularities of the body and
the environment. The hand is the primary means to build regularities,
used to interact with the surroundings. Using fMRI, we test the
hypothesis that the spontaneous activity in the human somatomotor
cortex is modulated by visual stimuli that display hands vs. non-hand
stimuli and by the use/action they represent. Results show a strong
spatial correlation between resting-state activity and hand pictures in
the left somatomotor cortex compared to the control conditions.
Overall, the visual attributes of the human hand and its inferred use are
already mapped in the resting somatomotor activity.
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Chapter 4

The representation of observing common hand movements
in spontaneous activity: movement at rest

4.1. Introduction

The interplay of the visual and motor system is essential for our
survival; since we are toddlers, we learn from imitation and, as we
grow older, understanding others’ actions allows us to react in
appropriate ways to navigate social situations. Learning and storing a
repertoire of actions will allow us to navigate easier in our environment
as we will have expectations of what will come up and how to react to
it. It also allows us to identify irregularities or errors.

Action observation and execution are two mechanisms that
recruit the same somatomotor, premotor, parietal and visual brain areas
(Hari, 1998) allowing learning and encoding of actions. One of the
biggest implications of these findings is that the sensorimotor areas can
be rendered functional again after a trauma with only intense
observation of the action (Iacoboni, 2001). The classic account
explaining action understanding has typically been the simulation
theory, where we compare the observed action by simulating it,
activating a mirror neuron system. According to this account, familiar
actions that are already in one’s repertoire should evoke a higher
activation in the action observation network (AON). Alternatively, there
exists an inferential process that does not assume the existence of mirror
neurons. According to the predictive theory account, an unexpected or
erroneous action should evoke a higher activation since there is a
mismatch and a bigger prediction error. The simulation account is
supported by literature that shows that the AON is more activated
when observing familiar actions (Buccino et al., 2004; Calvo-Merino et
al., 2005; Shimada et al., 2010). This is because the action observation
system codes for biological movement, for example artificial hands
evoke less activation than real hand actions in premotor areas (Tai ,
2004) and the AON is not activated for observed biomechanically
impossible movements in the motor and parietal areas (Stevens et al.,
2000). Interestingly, observing errors in actions of another human hand
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interfered with the parallel execution of that action, while watching a
robot hand doing an error did not interfere with the simultaneous
execution of the action (Kilner et al., 2009). However, literature
describing the response of the action observation network (AON) to
human error mostly reports an increase in BOLD activation to error
versus common activity (Hardwick, 2018; Monfardini, 2013) supporting
the predictive coding account.

Given the mixed results, another way to understand the
mechanisms of AON evoked activity, could be to compare it to resting
state data. Naturalistic stimuli in seconds, minutes, or hours allow the
study of adaptive brain functions; a common set of networks allows the
separate processing of streams of information and the integration of
relevant information for further cognition or behavior. Given these
distinct yet cooperating brain networks, a large literature compares
naturalistic paradigms to resting state with the aim of substituting it for
the study of brain architecture in patients or children (Sonkusare, 2018).
This would allow the increase of power by removing noise such as
uncontrollable loss of vigilance , boredom, sleepiness, and motion in
resting state. Resting state literature suggests that the brain at rest
preserves representations of the statistical regularities of the body and
the natural environment (Livne, 2020; Pezzulo et al., 2021; Betti et al.,
2021). Abundant work shows similarities between task-driven and
resting state intrinsic driven activity (Berkes et al., 2011; Strapini et al.,
2019; Kim et al., 2020). When comparing external evoked activity with a
spontaneous internal process, recent findings suggest a higher
similarity between resting state spatial multivoxel patterns and patterns
elicited by common hand movements as opposed to uncommon (Livne,
2020). Here we use the same method to study the coherence between
resting state spatial multivoxel patterns and the patterns evoked by
observing common and uncommon movements. We expect that resting
state patterns will be more coherent with patterns of observing common
movement.

However it has also been demonstrated that low frequency
fluctuations persist in cognitive and behavioral tasks. Task-evoked
functional connectivity is a mixture of spontaneous signals and
stimulus- evoked signals; stimulus-evoked FC is not the only
contributor to FC difference between task and rest scans(Lynch, 2018).
In the second part, we filter stimulus evoked high frequencies and
compare low frequency fluctuations (LFFs) in the different conditions
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(common vs uncommon) and correlate them to resting state LFFs.
According to the predictive theory account, functional connectivity of
uncommon activity should be higher than common due to a bigger
mismatch and prediction error, and the functional connectivity of
common movements should be more correlated to resting state data
that codes regularities. We therefore expect that 1) visual task related
modulations of LFF FC will be more pronounced when observing
non-naturalistic actions, 2) watching motor execution performed in a
common/naturalistic way as opposed to uncommon, has a more
similar LFFs FC architecture to that of resting state.

4.2. Methods

4.2.1. Behavioral Stimuli

In order to develop our stimuli, we recruited eighteen healthy
subjects (8 females) , all right handed according to the Edinburgh
Handedness Inventory and asked them through a series of both
open-ended and forced-choice instructions to lift a cup in one of two
scenarios; three cups inserted equidistantly (left center and right) or two
cups (left and right). The instructions started open-ended (lift a cup)
and then increasingly forced. This was done to come up with a scale
that describes the most common to the most uncommon hand lifting
gestures. The variables collected included left or right hand, position of
the cup, and type of grasp. We asked the subjects to pick up the cups
without defining a final aim. We manipulated our variables in open and
forced conditions depending on distance, effector (left or right), and
type of grasp, to map the probability of using different compositions to
grab a cup. We found that regardless of position, right handed subjects
(as scored on the Edinburgh Handedness Inventory) in a free scenario,
use their right whole hand 100% of the time. Subjects were only likely
to choose a pinch if forced to choose between that and an arm and twist
rotation. This is because we made sure our cups do not have any
handles or anything suggestive of using a pinch (3rd principle
component synergy, Ingram et al., 2008). Interestingly, we found that
subjects were equally likely to pick up the cup in the right position with
an uncommon (twist of the arm) right whole hand, and a common
(straight extension/flexion) left whole hand. This could be mediated by
the varied final aim of picking up the cup. Given that the aim
modulates the type of behavior and brain activation (Koch et al., 2010),
we made sure that all our subsequent fMRI videos clearly show the aim
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of picking up the cup (placing it on a shelf). Given that pinch grasp and
whole hand grasp both activate M1 equally, even if they produce
different muscle activations (Koch et al., 2010), we grouped them
together in either the common (straight arm) or uncommon (twisted
arm) groups.

4.2.2. fMRI Participants

We enrolled twenty nine healthy individuals (18 females) in the
study (mean age ± SD 28.34 ± 1.34, range 23-38). All subjects underwent
medical interviews and examinations to rule out the history or presence
of any disorders that could affect brain function and development.
Participants were provided with a detailed description of all the
experimental procedures, were required to sign a written informed
consent, and received compensation. The study was conducted under a
protocol approved by the local ethical committee (protocol n.2016/679)
according to the Declaration of Helsinki (2013). All subjects were
right-handed, following the Edinburgh Handedness Inventory. We
discarded three subjects from subsequent analyses because of excessive
movement artifacts in fMRI resting state data, leading to a final sample
of 26 subjects.

4.2.3. fMRI design and stimuli

The design was made up of three main parts. We first collected
15 minutes of resting state data. We asked subjects to maintain their
view on a fixation cross (24 x 24 degrees) in the middle of the screen
and not to think about anything in particular. The second part was the
main task. We presented subjects with 3 second videos in two main
categories (common and uncommon behaviors) that were defined after
the behavioral experiment. Both categories included 12 sub-categories
with variations in hand (left or right), cup position (left, center, or right),
and hand posture (whole hand and fine grasp). Videos had female and
male hands and 7 cup colors that were randomly selected for
presentation. All videos were taken in the same room with equal
luminance and a green background, from a first person point of view.
We presented all 24 sub-categories in each run. Videos were presented
in a block design, where twosubgroups (subblocks) of each category
were presented in alternation (CC-UU.. or UU-CC), each made up of 5
videos (3 seconds each) presented out of the 14 (given female/male and
cup color variation) available samples for that subgroup. Each of the 3
runs lasted for 9 minutes. We asked subjects to maintain their focus on
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the videos presented. The final part was a finger tapping block design
task. We asked subjects to tap their index on every other finger
according to their own pace and randomized blocks of left and right
hand, and rest for 15 seconds each. Subjects followed the instructions on
the screen that told them whether to use the left or right hand or to rest.
Each block was repeated 4 times.

4.2.4. fMRI Data Acquisition

We used a Siemens Magnetom Prisma 3T scanner (Erlangen,
Germany) with a 32-channel head coil. We used a multiband T2*
weighted EPI sequence with a slice acceleration factor of 4, no in-plane
acceleration, TR/TE = 1100/30ms, FA = 65°, FOV = 208x208 mm2,
acquisition and reconstruction matrix = 86 x 86, voxel size = 2.43 mm3,
60 axial slices. All EPI scans included 4 dummy scans. Fieldmapping
was performed with the blipup/blipdown method, by acquiring two
spin-echo EPI volumes with phase encoding in opposite direction, no
multiband acceleration and the same geometrical and sampling
properties of functional runs (TE = 80 ms, TR = 7000 ms). We also
acquired three-dimensional high-resolution anatomical images of the
brain using a magnetization prepared rapid gradient echo sequence
(MPRAGE) incorporating perspective motion correction and selective
reacquisition of data corrupted by motion based on interleaved 3D EPI
navigators (Tisdall et al., 2012) with TR/TI/TE = 2500/1100/2ms, FA =
8°, FOV = 256x240 mm2, acquisition matrix = 256x240, acquisition and
reconstruction voxel size = 1 × 1 × 1 mm3, 176 slices per slab.

4.2.5. Preprocessing

We used the SPM8 software package (2014) and a standard
preprocessing pipeline to preprocess fMRI data separately for each task
(visual working memory, finger tapping, passive visual viewing of
videos) and the resting state data. We first discarded the first 3 dummy
scans of every run. To account for B0 distortions, fieldmaps were
generated from the spin-echo EPI scans with opposite phase encoding
polarity using the fsl topup tool (Holland et al., 2010). The Fieldmap
toolbox was then used to convert fieldmaps to spm format. We
outputted the VDM (voxel displacement matrix) and coregistered the
field maps to the 1st EPI using the distortion corrected and averaged
spin echo images as reference. Simultaneous distortion and motion
correction, including motion x distortion interaction, was then applied
(Andersson et al., 2001) then we applied a slice timing correction. We
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then coregistered the T1 to the average EPI, normalized the
T1-weighted scan using integrated normalization and segment (1mm)
and applied the normalization to the EPI scans (2.4mm). Finally we
smoothed the data with an isotropic Gaussian kernel (4.8 mm FWHM).
For each subject, we fitted a GLM that included the two stimulus
categories (common, uncommon) for the visual task and another for the
finger movement blocks for the hand motor localizer with two
categories (left, right). Additionally, for the resting state scans, we
applied an ICA that takes into account motion confounds and
derivatives. We registered single subject results and preprocessed rest
scans to MNI152 standard space (Fonov et al., 2009) using nonlinear
registration.

For further functional connectivity analyses, we used CONN
toolbox (2020). The 3 conditions (rest - task1 - task2) were all treated
similarly. We filtered the data from 0.01 to 0.12 and regressed out
principal components of grey matter, white matter, CSF, motion, and
the effect of the task. Removing the effect of the task is required before
computing functional connectivity measures in task designs in order to
remove the changes in BOLD signal directly associated with the
presence or absence of a task and hence allows the comparison between
resting state and task design data.

4.2.6. ROI selection

For the BOLD activation analysis, we identified the left and
right somatomotor areas separately after thresholding for each subject
alone the finger tapping localizer, resulting in 500 voxel ROIs,
encompassing the precentral and postcentral gyri. We defined the
bilateral early visual cortex (V1, V2, V3) using VisFAtlas (Rosenke et al.,
2020) as a further early sensory control region.

For the functional connectivity analysis, we used the default CONN
toolbox functional atlas divided into 8 networks and 32 ROIs, where for
each ROI the average BOLD timeseries is extracted from the voxels.

4.2.7. Multivoxel and statistical analysis

The first aim of the study was to test whether there is a higher
coherence between resting state BOLD activation and somatomotor
BOLD changes related to viewing common activity as opposed to
uncommon. For each subject and ROI we extracted the average
multivoxel related activity to both common and uncommon categories
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(3D t stats). We then correlated them to the pattern of every time point
of resting state BOLD signal extracted from the same ROI (4D). This
outputs for each subject and each ROI 2 r^2 vectors representing the
coherence between the average multivoxel activity of the category and
the timeframes of resting states. By considering the upper 90th
percentile, we establish the strongest correlations between resting state
frames and categories.For every ROI, we performed a 1-tailed paired-t
test comparing the coherence measures for common and uncommon.

The second aim was to test the hypothesis that watching motor
execution performed in a common/naturalistic way has LFFs with a
similar FC architecture to that of resting state LFFs. Functional
connectivity measures were calculated using the CONN toolbox with a
whole brain parcellation with 32 ROIs and 496 connections. We
calculated the weighted GLM ROI to ROI bivariate correlation
functional connectivity measure using every ROI as a seed for every
subject for the first level analysis. This outputs a 32x32 matrix for every
subject for every condition (rest/common/uncommon). We first
performed an all subjects between conditions paired-t test between
common and uncommon categories in order to define and characterize
the connections with significant increase or decrease in connectivity as a
result of watching uncommon as opposed to common activity. Only
connections with a significant increase or decrease (48 nodes) in
connectivity were further considered. Then using Matlab, we computed
the correlation measure between resting state and category LFFs using
pdist function. This outputs two coherence measures (r values) per
subject (between rest and each category). Finally, we performed a
paired-t test between category coherence measures and obtained the
p-value.

4.3. Results

In the right somatomotor area, we found a significantly higher
coherence between resting state and multivoxel activity of common
hand movements (M = 0.033, SD = 0.0744) as opposed to uncommon
(t(25) = 2.4, p = .009) (Figure 4.1 A). The results align with our
hypothesis showing common representation of motion at rest. In the left
somatomotor area, we did not find any significant differences
comparing coherence between resting state and multivoxel activity of
viewing common hand movements (M = 0.022, SD = 0.0939) and
uncommon (t(25) = 1.4, p = .08) (Figure 4.1 B). This shows that the
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results were right lateralized. In the early visual areas, we found no
significant differences comparing coherence between resting state and
multivoxel activity of viewing common hand movements (M = 0.002,
SD = 0.0302) and uncommon (t(25) = 1.4, p = - .24). As expected, there
were no differences in correlation in the non-hand-preferred early
visual areas (Figure4.1 C) that extract low- to mid-level visual features
controlled for in our stimuli.

Figure 4.1 Common-Uncommon grasp results The upper panel shows
example ROIs of the right and left somatomotor cortices and early
visual areas. In the lower panel, the x-axis shows two categories
(common/uncommon), and the y-axis shows the U90 correlation of
task-rest. Each dot represents a subject. (A) The t-test shows that the
visual category common is significantly higher than uncommon in the
right somatomotor area ((t(25) = 2.4, p = .009)), (B) no significant
difference in the left somatomotor area (t(25) = 1.4, p = .08), and (C ) no
significant difference in the early visual areas (t(25) = 1.4, p = - .24).
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In the functional connectivity analysis, we used a whole brain
parcellation to compute the connectivity measures for each category
(rest/common/uncommon) for every subject. We then aimed to
characterize the connections where LFFs significantly vary when
watching common opposed to uncommon activity. We found significant
differences in connectivity between common and uncommon conditions
in 48 nodes (p<0.05) and a general increase of functional connectivity
when watching uncommon vs common movements. Of interest, the
biggest clusters with FC differences were between the visual system
and the sensorimotor and dorsal attention networks. Finally, when
comparing LFF FC of the two categories to rest, we found a higher
correlation of FC between rest and common movement viewing as
opposed to uncommon (p=0.002).

Figure 4.2 LFF FC Common - LFF FC Uncommon Red voxels signify an
increase of functional connectivity when watching common vs
uncommon movement, while blue voxels signify an increase of
functional connectivity when watching uncommon vs common
movements. We find significant differences in connectivity between
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common and uncommon conditions in 48 nodes (p<0.05, uncorrected)
and a general increase of functional connectivity when watching
uncommon vs common movements (blue). Of interest, the biggest
clusters with FC differences were between the visual system and the
sensorimotor and dorsal attention networks

Figure 4.3 Corr rest/task The y-axis shows Pearson´s R values and the
x-axis represents the two categories. Each dot represents a subject. We
find a higher correlation of FC between rest and common movement
viewing as opposed to uncommon (p=0.002).

4.4. Discussion

In this experiment, we hypothesize that activity of common
action observation is retained in resting state spontaneous activity as
opposed to activity of uncommon action observation. Three main
conclusions can be drawn from our results. 1) The spatial multivoxel
BOLD activity of the resting somatomotor area as it temporally
fluctuates is more correlated with the multivoxel evoked-activity of
observing common movements as opposed to uncommon. 2)
Functional connectivity of low frequency fluctuations during externally
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driven naturalistic stimulation reflects differences between watching
common vs uncommon activity. 3) LFFs FC architecture of resting state
is more similar to that of observing common activity as opposed to
uncommon activity.

4.4.1. Multivertex patterns of resting state and observing common hand
movements are coherent in the right somatomotor area

In the first analysis, we compared the rest and observation
groups in the somatomotor area. For each category group, we
computed a cumulative distribution function that represents the
strength (r2) of the correlation between the average multivoxel category
representation and the patterns from every time point of the
spontaneous activity. The patterns of task-evoked activity of the two
stimulus categories (common, uncommon) were extracted in each
subject and ROI. We correlated the z-scored multivoxel activity of task
conditions with the patterns of all resting state timepoints. This
procedure ultimately generated a distribution of correlation coefficients
for each stimulus category, ROI, and subject (Figure 4.2). As in (Kim et
al., 2020), we saved the u90 measure (90th percentile) pattern association
for each task condition to measure task/rest congruence. The U90 is a
measure of coherence that captures the resting state multivertex spatial
patterns of the temporally fluctuating signal that are most negatively or
positively correlated with the multivertex GLM activity of the task.
While the mean average values of correlations are 0 for all tasks, the tail
captures the highest similarity values, i.e. spatial multivertex
representation of resting state in windows most correlated with the
multivertex representation of the task. Using this method, Zhang et al
(2023) found that spatial resting state activity in the sensorimotor cortex
is more coherent with common hand movements vs uncommon.
Replicating this method, our results are aligned and extend the
literature to show that the patterns of resting somatomotor area are also
coherent with observing common hand movements.

Our general idea that action observation network related hubs
can be detected in resting state networks is supported by the literature.
For example, Molinari and colleagues (2013) used naturalistic videos of
hand movements and compared ICA spatial maps of action observation
of videos/static images and resting state networks in the same subjects.
They found that the observation of natural hand actions can be reliably
detected in healthy subjects with two ICA maps and that there is a big
overlap of the parietofrontal network that can be identified in both
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action observation and resting state. The parietal and frontal networks
make up the core AON (Turella, 2013). Similarly, our results show that
common action observation spatial maps are coherent with resting state
patterns. We add to the literature by finding this effect in the extended
AON, namely the somatomotor area.

4.4.2. Widespread increase in LFF FC of observing uncommon hand
movements vs common

Our second results show a general increase of FC of low
frequency fluctuations while observing uncommon hand movements as
opposed to common. To our knowledge there is no fMRI work
comparing spontaneous fluctuations filtered from externally evoked
stimuli. Specifically, our observations indicate a general increase in low
frequency activity in networks in frontal, parietal, sensorimotor, and
visual areas for uncommon activity. Similarly, Errante (2019) found that
the action observation network in naive participants was more
activated watching naive participants prone to error perform novel
complex actions but not to experts less prone to error, suggesting an
increase in FC for erroneous or uncommon activity. Brass and
colleagues (2007) found that an erroneous action in an implausible
situation evoked a higher functional connectivity in the AON versus
erroneous actions in somewhat plausible situations (opening a door
with a leg if the hands are holding something). Given that all our videos
had the same final aim of placing the cup on the counter, the most
plausible common behavior is to use the first two main components
that explain most variance of natural arm movement variance,
flexion/extension in the sagittal plane and the modulation of the hand
across the vertical plane (Averta, 2019).

However our results also show an increase mainly between
prefrontal and IFG/SMG core AON nodes in FC activity for common
movement. These results are also supported by the literature for
example, Koch and colleagues (2010) found that while observing
goal-directed movements induces corticocortical neurophysiological
changes in the motor system, inappropriate grasping postures
incongruent with the goal do not.

Our results then support both the predictive and imitation
accounts: the predictive account expects an increase in LFF FC
differences for observing uncommon activity, and the imitation account
expects an increase in LFF FC of observing common movement.
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Studying high frequencies, Gardner (2015) similarly found that the
AON's connectivity with other brain regions can be dynamic.
Specifically, the connectivity between the AON and the dorsolateral
prefrontal cortex (DLPFC) increased during observation of familiar
movements, whereas the connectivity between the AON and the
posterior cingulate cortex (PCC) decreased during observation of
familiar movements. These findings suggest that the brain's processing
of observed actions is not static but rather dynamically modulated by
the familiarity of the movements, and reflected even in lower frequency
fluctuations.

4.4.3. Resting state LFF FC is more coherent with LFF FC of observing
common hand movements

Finally, taking the functional connectivity map with significant
nodes, we find that observing common hand movements is highly
correlated with resting state LFF functional connectivity. Similar to our
findings, Schurz and colleagues (2020) find overlap between action
observation and resting state networks are highest in the DAN, VAN,
and VIS. Zhang (2023) found that ecologically valid behavioral
movements are more similar to resting state patterns in the SMN and
DAN as opposed to unecological movements. We extend these results
in the SMN and DAN to patterns of observing ecologically valid
behaviors. However, as opposed to Zhang(2023), the VIS network was
one of the main hubs. This is probably due to the nature of the different
tasks of motion vs. observation.

Our LFF FC results taken together suggest that there is a bigger
decrease of spontaneous activity in the uncommon as opposed to the
common task. Brain activity during a task is a mixture of task-evoked
activity and spontaneous activity or rather changes in emerging
spontaneous networks (Lynch, 2018). According to this logic, during a
task, spontaneous activity is suppressed. As a result, contrasting rest -
task results in a decreased connectivity. This is expected because if
spontaneous activity is decreasing then so is the intercorrelation.
Therefore another explanation of our results could be that common,
already learned, activity FC is more correlated with resting state FC
because there is less spontaneous activity being suppressed than during
the uncommon (unlearned) activity. In other words, observing common
activity, an external activity, still retains internal resting state network
correlations. Observing novel movements, however, further suppresses
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internal correlations to allow the reconfiguration of networks for
learning or attention processes.

4.4.4. Limitations

An inherent limitation of the u90 method is that it correlates
multivoxel maps of activity with the patterns of every time point of
resting state data, assuming independence of these data points.
However, the u90 strength is its ability to capture the few windows in
resting state with patterns most correlated to evoked patterns, instead
of comparing evoked patterns to averages or fractions of resting state
activity fluctuations over time. Another limitation pertains to our FC
analysis. We had to start with a whole brain analysis to contrast LFF of
common vs uncommon observation to assess where in the brain this
difference is reflected in lower frequencies, to then do further analyses.
Future studies should have a separate ROI scan. Notwithstanding the
limitations, when taken together, both these analyses show that low
frequency fluctuations retain statistical regularities in the natural
environment and can dynamically change to accommodate the context.
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Chapter 5

Discussion

5.1. Conclusions

By looking at FC changes of the VIS and DAN while watching
naturalistic videos, we find that in a situation of continuous flow of
information, low and high level features are processed at different
intervals in different forms (chapter 2). The representation of low level
features is abundant and imminent, while the representation of high
level features is scarce and with seconds in delay (chapter 2). This scarce
information could be stored in a generic form. For example, the
multivoxel spatial representation of the observation of a hand,
controlled for all low level features, is stored in the resting somatomotor
area as opposed to the spatial representation of a food item (chapter 3).
The somatomotor area is mainly active during movement and this is
still represented in the low frequency fluctuations when it is at rest, here
we show that so is the spatial representation of its form (chapter 3). The
multimodal representation of the hand in scarce windows of resting
state (u90) could facilitate the final aim of interacting with the
environment. Moreover, the multivoxel spatial representation of
observing common movement is more coherent with the resting
somatomotor patterns than observing uncommon movement (chapter
4). Differences between the observation groups are detected in several
networks in low frequency fluctuations (chapter 4). Given that stimulus
evoked activity alone does not explain the difference between the
internally driven and the externally driven brain, an externally driven
brain has a mixture of spontaneous and evoked activity. By looking at
differences in isolated low frequency fluctuations during external
activity after removing the principal components related to the task, we
shed light on how spontaneous activity is stable yet dynamically altered
(chapter 4). We add to the literature that the connectivity architecture
during the observation of common movement is more coherent with
resting state low frequency fluctuations.
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5.2. Naturalistic viewing and sparse coding

In this thesis, we consider both the visual system and the
somatomotor region to study the representation of visual information
during resting state. These two systems highly interact for effective
manipulation of the environment. Several areas, including M1, are
involved in reaching, and reaching to grasp, independent of object size
and type of grasp (pinch grip- whole hand) (Di Bono et al., 2015). These
areas are visually guided as shown by lesions to the area F1 (M1
equivalent in the macaque brain) that lead to the loss of control of
individual fingers and coordination (Lawrence and Hopkins, 1976).
Literature suggests that the anterior intraparietal sulcus could store the
object’s sensory properties (Murata et al., 2000). Animal studies show
that visual information influences representations in area F5 (ventral
premotor equivalent in macaque brain) and visual guidance in F2
(equivalent of dorsal premotor) (Raos et al. 2004). F5 chooses the most
appropriate type of grip according to the visual information in AIP and
sends the motor representations to F2 for visual guidance. F2 keeps
memory of it for continuous update and reconfiguration as the hand
approaches the object. The information is then sent to F1 for the final
execution (Castiello and Begliomini, 2008). Similarly, V6A is in strong
connection with the premotor cortex and like F2 elaborates space,
motion, and visual representations to coordinate hand movement
(Galetti et al., 2003; Gamberini et al., 2009). These two systems are also
especially important during natural viewing that requires a constant
integration of information and is part of a spatial and temporal
hierarchy. Studying how the brain reacts to naturalistic stimuli and how
the functional architecture is altered is important since the slow varying
timescale of natural stimuli resembles that of spontaneous neural
fluctuations (Hasson et al, 2008; Honey et al, 2012).

In the first experiment, we study the functional connectivity
temporal architecture of naturalistic viewing in the visual dorsal
system. The literature describes temporal receptive windows (TRWs)
that increase as one moves from low level (sensory) to high level areas
(perceptual and cognitive). For example, literature focusing on the
posterior visual network has found that it integrates information over
many seconds or minutes (Baldassano et al., 2017; Chen et al., 2016,
Hasson et al., 2015; Simony et al., 2016). This temporal hierarchy has
also been supported in the human auditory cortex (Sridharan et al.,
2007; Stephens et al., 2013) and in non-human primate data (Chaudhuri
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et al., 2015, Cirillo et al., 2018). The process includes a continuous
integration of prior information as opposed to working memory, that is
the retention of information with active maintenance. For the brain to
adapt to the environment, it has to rely on dynamic interactions to
achieve fast changes in the functional architecture of the brain.
Temporal dynamics of neurons in different cortical areas can also be
investigated by looking at the stability of their firing rate; looking at the
decay time constant of the autocorrelation structure during a baseline
period allows the computation of the neural intrinsic timescales
(Ogawa and Komatsu, 2010; Murray et al., 2014; Cirillo et al., 2018). A
similar approach has been used by others to investigate whether an
ensemble of neurons within the same area, but with different functional
classes, also had time scale differences (Nishida et al., 2014; Cavanagh et
al., 2016; Fascianelli et al., 2017). All these studies have found that
neurons with higher temporal stability maintained spatial information
presented for longer and had slower intrinsic timescales. For example,
FEF showed higher temporal stability than V4 (Ogawa and
Komatsu,2010) and within the LIP, neurons specialized in maintaining
information had slower intrinsic timescales (Nishida et al., 2014). This
intrinsic time scale is useful for individuals in a dynamic environment:
when fast changes are occuring, neurons with faster timescales are
better suited and in more stable environments neurons with intrinsic
slower timescales can be utilized. Results from the first experiment
(Chapter 2) show that the functional connectivity of the brain during
naturalistic viewing is also altered over longer intervals. Low level
features show a peak at a window of 6 seconds. In the visual domain,
the longest integration windows had been proposed to be up to 3
seconds after which the perceptual load of the naturalistic videos
becomes too much to integrate ideas. Fairhall and colleagues (2014)
found that low level features do not affect the perceptual integration
window and proposed two mechanisms at play: a fast lower level
processing to account for visual change and the higher level integration
process window that takes up to 3 seconds. Our results suggest instead
that low level feature integration windows can go up to 6 seconds. This
difference could be due to statistical choices of considering longer
windows (here we choose 40 second windows).

Instead, the functional connectivity of high level features show
a sparse characterization. Sparse coding requires a large set of data and
is achieved by an iterative non-linear process. At every iteration there is
the application of weight vectors and error signals. In most models,
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each neuron computes a product from the weight vector and input, it
passes through a threshold, and the output along with the weight
reproduces the input. The error is then fed as the input for the next
iteration and keeps repeating till it reaches the optimal sparse code
where only few neurons are left active (Sheridan et al, 2017). Recent
advances in feedforward quantitative models like DNN and CNN have
helped us capture and confirm this hierarchical multi-stage complexity
of the spatio- temporal dynamics of the visual stream (Guclu, 2015).
Here we utilized a pre-trained CNN and correlate it to MEG data in
order to understand how the connectivity changes in the visual stream
along the dorsal attention network in long intervals that are better able
to characterize everyday experiences. We find that high level features
are processed at later time intervals than low level features, and are
represented sparsely as opposed to low level features.

5.3. Left vs right lateralization

In the second and third experiment (Chapters 3 and 4), using
fMRI, we directly compare resting state and visual evoked data, first
using still controlled images, and then using naturalistic videos. In
order to do that we use the u90 method, a method that detects a
minority of windows in resting state data with spatial information
highly correlated to evoked data. This method capitalizes the
importance of looking for scarce information following the sparse
coding concept in higher order areas.

Our first study shows that the coherence between multivoxel
representations of still hand stimuli and spontaneous fluctuations is in
the left but not right somatomotor cortex. Instead in the second
experiment, we find coherence between the visual representation of the
common hand movement and spontaneous fluctuations in the right but
not left somatomotor area. It is first important to highlight that these
two experiments cannot be compared. While in the first experiment we
used still images, in the second we use naturalistic videos with different
types of movement. While in the first fMRI experiment we present
controlled stimuli of still hands without any grasp shapes, in black and
white, and with superimposed pink noise, in the second experiment we
present naturalistic videos, controlled by counterbalancing across our
different categories. However, both experiments study the encoding of
visual information in the resting somatomotor area, and each show a
lateralization on a different hemisphere.
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Similar to our results with still images, LOTC activations of static still
hands are overlapping with tool activations and connected selectively
to the left premotor and intraparietal sulcus (Bracci et al., 2010; Bracci
and Peelen, 2013; Lingnau and Downing,2015 ). Literature shows left
lateralization activation when using the right dominant hand, however,
a bilateral activation with the left hand (Kuhtz-Buschbeck et al., 2003;
Schluter et al., 1998). Karolis and colleagues (2019) present a functional
taxonomy of lateralization across 4 different axes: perception/action,
emotion, communication, and decision making. They found that the
principal components hands and fingers, with the highest loadings,
activated the left hemisphere in the categories motor observation,
touch, and finger tapping along the axis of action/perception.
Kuhtz-Buschbeck and colleagues (2003) find that kinesthetic motor
imagery activates the left premotor parietal and cerebellar regions, areas
involved in motion. However this has some implications: though the
hand stimuli were not suggestive of any movement, viewing hands
evokes activity in motor related areas, the action observation system is
still activated with still hands (Molinari, 2012) and the simulation and
action observation networks are intertwined (Hardwick, 2018). This
means that this effect could be on both sides of the brain and was not
expected to be lateralized. It is worth noting that we see the same trend
in the right somatomotor area and that we only had 19 subjects,
suggesting that this effect could extend to the right hemisphere. Further
experiments with a higher number of subjects that are both right
handed and left handed should be able to shed more light on the
lateralization effect.

Instead, in the fMRI experiment where subjects were viewing
motion videos, the u90 analysis shows a right lateralized effect. These
results are only with BOLD activations compared to resting state (u90),
but not when comparing functional connectivity. Instead the functional
connectivity shows differences in elaborating common vs uncommon
hand motions in networks in both hemispheres. From the one hand, this
could suggest that low frequency fluctuations have a different
functional architecture where information is encoded in the left
hemisphere (hands) to be utilized in the right hemisphere for further
visuospatial elaboration (Mengotti, 2020). This could cause functional
connectivity alterations on both sides of the brain. Another explanation
could be due to the limitations of the U90 method itself that assumes
the independence of every resting state time point instead of using
clusters that could increase the effect or the power. Another approach to
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study resting state is to report the main spatial clusters over time.
Guitierez et al and colleagues (2019) find that a number of spatial
patterns across the whole brain are repetitive and they report 6 main
clusters. It would be interesting to apply this method and compare the
main spatial clusters to evoked data to verify our results. However, this
also highlights the importance of finding information in certain time
windows of resting state as opposed to looking at any averaged data.
The u90 method allows us to transparently measure spatial information.
Even though we cannot explain the discrepancy between the lateralized
results, this highlights the importance of taking holistic statistical
approaches that look at both BOLD and FC. Future work in resting state
should always consider both BOLD activations and FC approaches.

5.4. Role of spontaneous activity

It is not easy to understand the function of low level
frequencies since even the biology behind them is still debated. One
model views these frequencies organized, due to the natural synchrony
of fast frequencies in large networks, where infra-slow frequencies
would be simply summations of fast and local neural activity
(Breakspear, 2017); in other words, they are a byproduct. However, this
connectivity-synchrony model does not satisfy the drastic changes of
infraslow activity in the wake state vs anesthesia (Mitra et al, 2015), nor
yields good correlations with measured BOLD signals when simulated
as low-pass filtered action potentials synchronized through known
white-matter connections (Honey, et al., 2009). Alternatively, infra-slow
frequencies could be a distinct organization with its own function and
neurophysiology (Breakspear, 2017). Literature supporting a distinct
process show infra-slow frequencies traveling along spatio-temporal
trajectories in humans (Mitra et al., 2015) and mice (Matsui et al., 2016)
in distinct cortical layers (Stroh et al., 2013) with dynamics that do not
map on higher frequencies (Mitra, et al., 2018). Critically, these
spontaneous patterns are not necessarily sensory-specific in sensory
cortex or motor-specific in motor cortex, but may reflect more general
patterns that are statistically associated during natural behavior and
linked by structural-functional connections. For instance, regions of the
visual cortex that respond to a specific visual category (bodies) also
respond during reaching movements (Astafiev et al., 2004).

In this thesis, we interpret resting state activity as reflecting the
history of coactivation of brain areas and networks creating a prior
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architecture for the subsequent recruitment of task networks. In other
words, it is creating a prior internal model of the environment (Betti et
al., 2021). The brain represents everyday information in a sparse code
manner in higher order areas. At rest, this information is found to be
coded in a generic way (visual representation of the hand is stored in
the resting somatomotor area even if it does not reflect low level
features) and it reflects naturalistic everyday activity (FC of resting state
LFF is more similar to evoked common LFF FC as opposed to
uncommon). If there are not external stimuli, then prediction errors are
not elicited. During this time, the brain might be reiterating the brain’s
priors (Lewis CM et al., 2009; Fiser J et al., 2010; Stoianov I et al., 2020).
However, another function or explanation could be the optimization of
models. If the brain is not receiving new incoming data for predictive
error correction, two possible alternative optimization explanations
could exist: 1) Pruning that is removing unnecessary information while
maintaining accuracy, spontaneous activity then could be comparing
complex models to pruned ones to select the most generic, or 2)
generating data from a probabilistic model and then using it as real data
to optimize further models.

Finally, slow waves have been suggested to be the neural
correlates of thought since they are present both during wakefulness
and sleep. Mind wandering and dreaming are both characterized with
slow waves in the midcingulate (Lampros, 2017). In wake, slow waves
are also prevalent in the premotor area which might explain why
thoughts during wake have an organized logic as opposed to dreams
that are social- content based. During sleep, we are disconnected from
the environment so external stimuli do not affect the content of the
dream; a similar phenomenon is observed with a reduction of cortical
response during mind wandering. (Lampros, 2017). However, these
sleep-like slow waves are also prevalent during mind blanking. The
location of sleep-like slow waves can distinguish mind wandering from
mind blanking, whereas the former is prevalent in the frontal area, the
latter is in the posterior area (Andrillon, 2021). If all attentional lapses
are characterized by slow waves, be it spontaneous thoughts, blanking,
transitioning from wake to sleep, or sleeping, then one might argue that
slow waves are more likely a characteristic of disconnection from the
external world rather than a neural correlate of thought.

However, to understand the role of spontaneous low frequency
fluctuations, we must first adopt an inside-out view of the brain
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(Buzsaki, 2019). When trying to understand how perception and
behavior are related, the classic view of the brain treats it as a receiver,
reader, or experiencer of the external world and as such tries to assign
stimulus associations with brain data. According to this view, the brain
is passive and analyzes external stimuli for further action. Alternatively,
from an inside-out perspective, the brain is made up of an internal
structure where signals or frequencies already exist but acquire
meaning by experiencing the world. This stresses an
action-to-perception rather than a perception-to action framework. The
‘outside in’ framework is trying to assign representations or neural
codes to outside stimuli, however building that dictionary is
impossible. Instead, in the ‘inside out’ approach, the brain is trying to
discover the world through action and assign meaning to neural codes
that would otherwise be meaningless, by comparing how the brain
output, reflected by action, influences incoming stimuli. The brain is not
a tabula rasa that acquires information, but rather has predispositions
and internal structures. In order to understand internally generated
models, one must ask how they acquire meaning through action. Both
during wakefulness and sleep, this internal model is being molded and
changes with learning over time (rats, something about memory in
sleep) reinforcing the role of them acting as priors; or in other words, an
assigned meaning to a neural response that becomes a ‘neural code’ or
an experience.
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