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#### Abstract

Model reduction is a fundamental technique utilized across various disciplines, such as engineering, physics, and computational sciences, to simplify complex mathematical models while retaining essential dynamics.

This thesis introduces two novel approaches for model reduction, particularly focusing on dynamical systems described by polynomial ordinary differential equations (ODEs). The proposed techniques aim to reduce ODE systems while providing formal error bounds for the resultant reduced models.

The first approach, based on backward and forward differential equivalence ( $\mathrm{BDE} / \mathrm{FDE}$ ), partitions the set of variables in an ODE system to construct a reduced model, incorporating a tolerance parameter $\varepsilon$ to capture perturbations in polynomial coefficients. In the second approach, we present an algorithm to transform an ODE system into a so-called differential hull. This is a construction whereby variables with structurally similar dynamics but originally different parameters may be represented by the same lower and upper bounds and reduced through the backward differential equivalence.

Furthermore, the thesis explores the application of these techniques in discovering regular equivalences on networks. An iterative scheme, called iterative $\varepsilon$-BDE, is introduced to compute regular equivalences, allowing for the analysis of roles in networks.

Experimental evaluations demonstrate the effectiveness and efficiency of the proposed approaches compared to existing methods in the literature.


## Chapter 1

## Introduction

Model reduction is a fundamental technique widely utilized across diverse fields, such as engineering, physics, and computational sciences, to simplify complex mathematical models while preserving their essential dynamics $[77,1,59,117,17]$. The exponential increase in available data in recent years has led to systems becoming increasingly complex and computationally intensive to manage [9]. In response to this challenge, model reduction has emerged as a powerful strategy to address computational bottlenecks and facilitate analysis [9].

At its core, model reduction aims to transform detailed, high-dimensio nal models into compact representations that capture the fundamental behavior of the system. Model reduction enables faster computations, enhanced understanding, and improved control of complex systems by eliminating redundant information and focusing on the most significant variables and relationships.

The need for model reduction arises in many practical scenarios where the detailed models become computationally infeasible due to their high dimensionality and high computational costs. For example, in engineering design, the simulation of large-scale structures or systems often requires extensive computational resources [28], making real-time analysis or optimization impractical. By reducing the model complexity, engineers can achieve significant speedup in simulations, enabling efficient design itera-

| $N$ | Rates of bindings |  |  |  | Runtime (s) |  | $\|\mathcal{H}\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $k_{b_{1}}$ | $k_{b_{2}}$ | $k_{b_{3}}$ | $k_{b_{4}}$ | 0.8-FDE | 0.4-BDE |  |
| 2 | 10.0748 | 9.9864 | - | - | 0.003 | 0.001 | 4 |
| 3 | 9.9174 | 10.0575 | 9.9740 | - | 0.010 | 0.001 | 5 |
| 4 | 10.0886 | 10.0226 | 9.9418 | 9.9505 | 0.078 | 0.002 | 6 |

Table 1: Binding model: parameters and reduction results.
tions and faster decision-making.
To provide a concrete example, consider a biological model discussed later in the experimental sections of chapters 2 and 3 . In this model, a protein interaction network involves molecule $A$ with $N$ independent binding sites to which molecule $B$ can bind reversibly. We focus on the scenario where $N=2$. Here, we encounter four distinct configurations: $A$ binding with $B$ in the first binding site, $A$ binding with $B$ in the second binding site, $A$ binding with two molecules of $B$, and $A$ with all binding sites unoccupied. Each configuration entails unique dynamics that must be tracked. Notably, for $N=2$, we observe an exponential increase in the number of dynamics, prompting the application of our dimensionality reduction approaches. Table 1 showcases the reduction achieved for the model across varying numbers of binding sites.

In the table, the first column denotes the number of binding sites, $N$, while the last column indicates $|\mathcal{H}|$, representing the number of dynamics in the reduced model. Our approach effectively addresses the exponential growth inherent in the original model, providing a reduced model where the number of equations scales linearly with $N$. This allows practitioners to simulate the system efficiently on a smaller scale.

However, it's essential to acknowledge that the reduced model introduces an approximation error in capturing the original system dynamics. In this thesis, we propose a formal quantification of this deviation, a task that embodies one of the most challenging aspects of model reduction. While constructing a reduced model may seem straightforward, minimizing errors in replicating the original system's dynamics presents a significant challenge.

Ordinary differential equations (ODEs) are a fundamental formalism to describe dynamical systems across many branches of science and engineering. In this thesis, we consider ODEs with polynomial right-hand sides. This does not impose any limitations on our findings, as polynomial ODE systems encompass a wide array of applications. They are particularly relevant for investigating nonlinear interactions occurring within populations under the assumption of opportunistic contacts, a scenario prevalent in fields such as biology [110], chemistry [112], and ecology [80]. Moreover, polynomial ODEs find utility in diverse domains, including the encoding of electric circuits [35] and the design of control systems [159]. In addition, we consider an equivalent way to represent polynomial ODE systems by means of the so-called reaction networks (RN) [8]. This formalism is strictly related to the ODEs system and represents a more compact way to represent dynamical systems where reactions and compounds substitute the equations.

It is well-known that closed-form solutions of initial value problems with polynomial ODEs are available only in special cases, a major problem when dealing with complex models regards the computational cost of the analysis, which generally is conducted by means of numerical integration. This problem has spurred a considerable amount of cross-disciplinary research on model reduction (e.g., $[9,139]$ ). The model reduction techniques can be categorized into two main classes: exact and approximate.

Exact methods yield a reduced model that preserves the projected dynamics without introducing any error (e.g., as seen in the early work by Aoki [10]). However, achieving exact reduction necessitates matching the reduced dynamics with precisely equal parameters, which proves challenging given the complexity and uncertainty inherent in model parameters. Hence, exact techniques may not always be feasible. In contrast, approximate techniques offer a means to further reduce model dimensionality at the expense of introducing some error in the reduction process. Depending on the specific approach, these errors may be quantified with formal bounds (e.g., as demonstrated in [126] and related literature).

The most common model-reduction methods fall into one of these categories: time-scale separation [87, 89], singular value decomposition,
balanced truncation [9, 112, 139], and lumping [90].
Time-scale separation, in essence, hinges on the distinction between slow and fast variables [127]. Slow variables evolve over relatively large timescales, while fast variables undergo rapid variations over much smaller timescales. The central notion revolves around constructing reduced models that effectively capture the interplay between these variable types. The choice of slow and fast variables dictates whether the reduced model precisely or approximately replicates the original model's dynamics. Commonly employed approaches include the Singular Perturbation Method [143], Quasi-Steady State Methods [29], and Quasi-Equilibrium methods $[104,83]$ in their various forms $[125,155,135]$. The major drawback of these approaches is that their effectiveness relies on the identification of the timescale separation. The choice of method and its parameters should be tailored to the specific characteristics and requirements of the system under consideration.

Singular value decomposition is a matrix factorization technique that can be employed to reduce dynamical systems. By decomposing a matrix $A$ into the product of three matrices $U \Sigma V$, SVD yields a diagonal matrix where the elements represent the importance of associated dynamics in the system. This enables the selection of crucial dynamics while discarding others to construct a reduced model. Balanced truncation, a similar approach, builds upon the work of Morrie in control theory [108]. Instead of directly manipulating the system matrix $A$, balanced truncation involves constructing controllability and observability Gramians, followed by finding a balancing transformation that equalizes and diagonalizes these Gramians. The subsequent truncation phase involves discarding states and outputs of the balanced model, corresponding to less significant modes. This method is particularly suited for approximate reductions, where the dimension of the reduced model depends on the discarded components.

These methods offer accurate results, and some techniques can establish a priori bounds on the error [9]. However, a notable drawback lies in the transformation applied to the state variables, rendering the interpretation of new state variables challenging. Consequently, balanced truncation
may be regarded as a black-box approach to model reduction [139].
Lumping techniques involve constructing the reduced model by defining variables as a mapping of those in the original model. This approach was proposed in [158]. Nowadays, it is a very popular approach with a lot of applications in different fields such as performance engineering [105, 100, 76, 150], machine learning [132], biology [121, 11, 55, 94] and control theory $[144,148,6]$. The lumping scheme can be categorized as linear or non-linear, depending on whether each reduced variable represents a linear combination of the original ones. Furthermore, the scheme can project the original dynamics either exactly or approximately, termed exact or approximate lumping, respectively. This framework is versatile and can be seamlessly integrated with previous techniques [55, 85, 142].

One of the strengths of lumping approaches lies in the flexibility of defining the lumping scheme. The reduced model remains interpretable since the mapping from the original variables to the new ones is welldefined. However, a significant drawback is the challenge of identifying the appropriate lumping scheme. If the scheme is ineffective, the system may be oversimplified, potentially compromising the accuracy of the reducedorder model.

In this thesis, we address the challenge of model reduction by proposing two distinct approximate lumping techniques. This decision stems from the recognition that when dealing with real-world systems, exact reductions often prove too fragile [70, 73, 79]. This fragility arises due to imprecision and uncertainties in model parameters, structure, and initial conditions, which frequently violate the criteria for exact lumping. Moreover, the techniques presented here offer formal estimations of the error computed by the reduced model, enhancing their utility and reliability.

The first approach proposed is related to a specific class of lumping induced by a so-called differential equivalence [34]. It consists of a partition of the set of variables in a given ODE system such that each macro-variable represents the sum of the variables in a partition block [41]. Specifically, we consider both backward and forward differential equivalence (abbreviated BDE and FDE, respectively). In the former case, variables in the same block have exactly the same solution if starting from the same ini-
tial condition; in the latter case, each macro-variable exactly represents the sum of the original variables. We introduce approximate variants of differential equivalence tailored for polynomial ODE systems. The core concept involves incorporating a threshold parameter $\varepsilon \geq 0$, which intuitively captures perturbations in polynomial coefficients. This enables the establishment of relationships between ODE variables within the same partition block that would otherwise remain distinct. The parameter $\varepsilon$ governs the degree of similarity among lumped variable blocks. The partition obtained is employed to build the reduced model. To make the approach more robust, we equipped the reduced model with a formal bound that relates the reduced model to the original model.

The second approach reduces the model, building an augmented model [140], the so-called differential hulls for heterogeneous ODE systems [148]. Differential hulls provide lower- and upper-bounds on the original equations by relying on the theory of differential inequalities [129, 128, 136] which can be traced back to the seminal work of Müller [109]. We present an algorithm to compute the differential hull of a generic ODE system with positive solutions. In many cases, these systems represent classes of entities governed by structurally similar laws governed by different parameters. Such heterogeneous parameters may encode different dynamical behavior of the same underlying phenomenon, such as age- or locationdependent rates for the contagion of a disease [33], class-dependent service demands in a queuing system [26], and conformation-dependent binding affinities in protein interaction networks [64]. The algorithm aims to homogenize class-dependent behavior into representative equations that suitably summarize the difference in similar parameters. The algorithm considers a level of perturbation in the parameters $\varepsilon$. Then, it builds the differential hull. If the original system consisted of structurally similar equations with different parameters (and these parameters are at most $\varepsilon$ away), the intended output of this first step is to have replicated equations that have the same dynamical behavior by taking appropriate minimum and maximum values across the parameters. As a result, the resulting model becomes amenable to exact reduction via BDE, enabling the lumping together of variables with identical dynamics. This approach is orthog-
onal to the previous one. Instead of introducing an approximate technique on the original model, we apply an exact reduction on the differential hull, which is an overapproximation of the original model.

Among the wide range of applicability of these techniques, we show how the approximate BDE can be used to discover node equivalences on networks. Rooted in the social sciences, notions of node equivalences are useful tools to uncover and understand roles and relations in networks across a variety of domains, including biology [98], economics [137], and management [114]. Several definitions of node equivalence are proposed in the literature. Structural equivalence identifies nodes that are connected to the same neighbors [97]. In automorphic equivalence [22], nodes are related through graph-theoretic properties such as in-/out-degree and centralities. This is relaxed by regular equivalence, which aims to identify nodes that play the same role in the network even if they do not share neighbors by requiring that any two regularly equivalent nodes are both connected to nodes that are themselves regularly equivalent [160]. We focus on regular equivalence because it represents an advance in capturing key features of the relational role concept [24]. We consider the $\varepsilon$-BDE technique exploiting the well-understood interpretation of regular equivalence as a bisimulation [101]. More in detail, we relate approximate regular equivalence to an approximate bisimulation computed by means of $\varepsilon$-BDE. Our intuition is to associate the adjacency matrix of network $A$ with a linear system of differential equations $\dot{x}=A x$ and establish a formal correspondence between regular equivalence in the former and backward equivalence on the latter. More in detail, we provide an iterative framework to compute the regular equivalences on a network called iterative $\varepsilon$-BDE. The iterative scheme allows the computing of regular equivalence on the network considering increasing values of $\varepsilon$ in order to capture roles with different levels of uncertainty. In addition, we exploit the partition refinement nature of the approach to specify an initial partition of the nodes. The initial partition is suitable to avoid excessive aggregation that can arise, especially on binary, as experienced by other methods in literature [23]. For this reason, we provide an initial partition for the relevant class of Barabasi-Albert (BA) networks [16], which are
well-known to fit real-world datasets appropriately. We prove formally how this partition corresponds, on average, to an $\varepsilon$ - BDE partition for sufficiently large BA networks.

The thesis organization Chapter 2 introduces the background necessary for the rest of the thesis. Chapters 3, 4 present the new lumping techniques proposed for the reduction of dynamical systems. Chapter 5 presents the application of $\varepsilon$-BDE in finding regular equivalences in a network. Each of these chapters consists of a small introduction, an exposition of the theory, and an experimental analysis. The last chapter presents a final discussion with the conclusions. We decided to move the detailed proofs within the chapter to their respective appendices in order to improve the overall flow and coherence of the exposition. Part of this thesis, including Chapter 1, Chapter 2, Chapter 3, Chapter 4 and appendices A and B are based on the following publications [140, 34]:

- G. Squillace, M. Tribastone, M. Tschaikowski, and A. Vandin, 2022, September. An Algorithm for the Formal Reduction of Differential Equations as Over-Approximations. In International Conference on Quantitative Evaluation of Systems (pp. 173-191).
- L. Cardelli, G. Squillace, M. Tribastone, M. Tschaikowski, and A. Vandin, 2023. Formal lumping of polynomial differential equations through approximate equivalences. Journal of Logical and Algebraic Methods in Programming, 134, p. 100876.
where the last one is a journal extension of the following paper [39]:
- L. Cardelli, M. Tribastone, M. Tschaikowski, and A. Vandin, "Guaranteed Error Bounds on Approximate Model Abstractions Through Reachability Analysis". In: Quantitative Evaluation of Systems. Ed. by Annabelle McIver and Andras Horvath. Cham: Springer International Publishing, 2018, pp. 104- 121.


### 1.1 Related works

The proposed approaches offer the potential for reducing dynamical systems and establishing formal error bounds for the resultant reduced models. We divided the related work into two sections. The first one reports a comprehensive survey of the literature, which encompasses not only lumping techniques but also methodologies capable of computing bounds associated with the system's dynamics. The second one presents a meticulous literature review of the methods for computing the regular equivalences.

### 1.1.1 Reduction of dynamical systems

Classic approximation approaches relying on Lyapunov-like functions [99, $60]$ may provide tight bounds, but their automatic computation remains a challenging task, especially in case of nonlinearity [72]. A restriction to special classes of Lyapunov-like functions (e.g., sum-of-squares polynomials [72]), instead, leads to efficient construction algorithms, which may provide tight bounds, but existence is not guaranteed. Conversely, the approximate differential equivalences and the differential hull can efficiently compute tight bounds.

On the other side, the method based on abstraction like CORA locally approximates the nonlinear model by a multivariate polynomial or an affine system, see $[12,47]$ and references therein. The reachable set can also be over-approximated by geometrically convenient objects such as zonotopes [69, 2]. In that spirit, the approximate backward equivalences linearize across a reference trajectory, a concept also known from gain scheduling [63]. A closer approach to ours is discussed in [62]. It combines local Lyapunov-like functions and techniques based on sensitivity analysis [91]. Our bound is, however, different because the nonlinear part is bounded analytically by restricting to polynomial derivatives. On the other side, our differential hull approach always provides an approximate dynamical system that bounds the dynamics without any linearization.

In [19], the authors propose a reduction technique by overapproximating trajectories through the tropicalization of the differential equations [127]. This method leverages the concept of max-plus algebra, where the
maximum term can replace the sum of well-separated positive terms. By imposing a dominance definition, they compute upper and lower bounds for the original system. The idea is similar to the differential hull, although we do not tropicalize the equations. The approach is applied mainly to biological systems while we show the effectiveness of the differential hull in different fields.

Recently, researchers have explored deep learning techniques for model reduction [27, 141, 74, 5, 131, 67, 75, 93]. These approaches aim to reduce the computational burden of simulating large systems while providing reduced models. For instance, in [27], a Mixture Density Network (MDN) is employed to estimate the probability distribution of the model, enabling abstraction by projecting onto a subset of species. Despite yielding promising outcomes, deep learning approaches lack of full explainability, and determining the most suitable architecture for the specific problem is not straightforward. In [131], the authors introduced an automated method to identify the optimal architecture for neural networks. However, they emphasize that their objective is not to outperform any conceivable human-designed architecture, which remains the preferred choice.

Lumping techniques applied to dynamical systems have already been investigated in the literature. In chemistry, it can be traced back to Kuo and Wei [90]. They studied monomolecular reaction networks, which give rise to affine ODE systems. The approximation consists in nearly exact lumping, i.e., a linear transformation of the state space that would be exact up to a perturbation of the parameters. The approximation, however, only applies when the transition matrix underlying the linear system is diagonalizable. In our reduction techniques, we harness the same underlying principle, with the tolerance parameter denoted as $\varepsilon$, signifying the degree of perturbation in the system's parameters. Notably, our techniques offer a broader scope, eliminating the need for system diagonalization and making them applicable to a more extensive range of scenarios. Li and Rabitz extend approximate lumping to general CRNs [95], but an explicit error bound is not given. In a similar vein, approximate quotients in ecology have been studied from the point of view of finding a reduced ODE system whose derivatives are as close as possible (in norm) to the
derivatives of the original ODE system, where the 0 -distance induces the exact quotient [81]. The justification that variables underlying similar ODEs have nearby solutions is grounded on Gronwall's inequality, which is also at the basis of more recent quotient constructions [147, 78], which, however, are not algorithmic.

### 1.1.2 Regular Equivalences

In the literature, the approaches for discovering regular equivalences on a network are categorized into direct and indirect methods. The indirect approach first computes a similarity matrix among the nodes, which is then partitioned using hierarchical clustering [160, 24]. Direct approaches do not require a similarity matrix. Deterministic blockmodeling sorts the adjacency matrix in blocks [58], each identifying a cluster of nodes in the network and specifying the links from one cluster to another through an optimization problem. Stochastic blockmodeling is a generative model based on statistical properties of random graphs [66, 119].

Indirect methods REGE is the first indirect method for regular equivalence based on an iterative point-scoring procedure that builds a similarity matrix for both binary and weighted networks [160]. Its time complexity is $\mathcal{O}\left(n^{5}\right)$, where $n$ is the number of nodes. CATREGE is an improved version for binary and categorical networks with time complexity $\mathcal{O}\left(n^{3}\right)$ [24], which, moreover, allows specifying an initial partition of the nodes to constrain the solution and improve the results. Despite this, the current implementation of CATREGE limits its use to networks with at most a few hundred nodes [25]. To build a partition of approximately regularly equivalent nodes with an indirect approach, typical hierarchical clustering techniques are based on single-link, complete-link, and Ward's method [162].

Direct methods While stochastic blockmodeling is based on a generative model, deterministic blockmodeling is more similar to indirect approaches in that it performs clustering. Usually, the number of clusters is a parameter set beforehand, and an optimization problem is set
up to minimize a certain objective function of discrepancy with respect to ideal blocks by allowing permuting rows and the columns of the adjacency matrix [58]. In binary networks, binary blockmodeling defines the discrepancy in terms of ideal blocks specified as $0-1$ patterns [58]. For weighted networks, dichotomization is used; given a threshold, it sets all values in the matrix under (resp., over) the threshold with 0 (resp. 1), so that blockmodeling for binary networks can be used. Since dichotomization may lead to loss of information, in [164] a new approach, the valued blockmodeling, is proposed trying to define ideal blocks in terms of weighted networks ( $f$-regular equivalence). This is shown to be more robust than dichotomization, but it requires the choice of a parameter that depends on the strength of the links. Often, the estimation is based on previous knowledge of the network [164]; some general estimations are possible, like the median or the mode of the weights, but no guarantees can be provided [102]. A different approach is the homogeneity blockmodeling proposed in [164]. Its aim is to create blocks where a measure of the variability of the links is minimal.

Since exact methods that guarantee globally optimal solutions are computationally expensive [30], heuristic methods of local search are generally employed [58], which, however, lack guarantees of optimality [58]. As shown also by our numerical experiments, such an optimization-based approach cannot scale, in practice, to networks larger than a few hundred nodes. Our algorithm can be considered a direct method in that it does not compute a similarity matrix. Different from blockmodeling, however, it does not require the user to choose the number of clusters. Instead, it is parameterized by a tolerance $\varepsilon$ that, roughly speaking, determines the degree to which nodes can be deemed approximately regularly equivalent. In terms of efficiency, our experimental results, presented in Chapter 5, demonstrate that our approach consistently outperforms both direct and indirect methods found in the existing literature.

We mention the works [123, 124], where the authors employed the exact and approximate BDE reduction to reduce multilayer networks. More in detail, they propose a PIVP to encode the iterative scheme to compute the eigenvalue centrality on multilayer networks. Consequently, they com-
pute equivalences on this PIVP in order to find exact and approximate role assignments. The novelty of our approach is the definition of the iterative scheme that avoids aggressive aggregation on single-level networks. The scheme can be applied straightforwardly to the proposed PIVP for multilayer networks.

## Chapter 2

## Background

This chapter provides essential background information that serves as the foundation for the subsequent discussions in this thesis. Part of this chapter is based on the published work [34].

### 2.1 Ordinary Differential Equations

In our study, we focus on polynomial ordinary differential equations (ODEs) as effective models for dynamical systems.

We begin by addressing polynomial initial value problems (PIVPs) over the set of ODE variables $\mathcal{S}=\left\{x_{1}, \ldots, x_{n}\right\}$. We define $x_{i}(t)$ as the unique solution for variable $x_{i}$ at time point $t$. We denote the initial conditions with $x(0)$ as the value of $x(t)$ at time $t$ equal to 0 . We assume to work with PIVPs that do not exhibit explosion in finite time, ensuring solutions on arbitrary long time intervals. A PIVP comprises ODEs in the form $\dot{x}_{i}=q_{i}$, where $1 \leq i \leq n$ and $q_{i}$ is a multivariate polynomial over $\mathcal{S}$. A PIVP satisfies the normal form when each monomial $x^{\alpha} \equiv \prod_{x_{i} \in \mathcal{S}} x_{i}^{\alpha_{x_{i}}}$, where $\alpha \in \mathbb{N}_{0}^{\mathcal{S}}$ is a multi-index, appears in $q_{i}$ at most once. Without loss of generality, we assume that the polynomials $q_{i}$ in the PIVPs are in normal form, and we indicate this with the notation $\mathcal{N}\left(q_{i}\right)$. We denote with $c\left(q_{i}, x^{\alpha}\right)$ the coefficient of the monomial $x^{\alpha}$ in a normal form polynomial $q_{i}$ with variables in $\mathcal{S}$, where $\alpha \in \mathbb{N}_{0}^{\mathcal{S}}$.

### 2.2 Reaction Networks

Here, we introduce the reaction network formalism as an alternative formalism to define a dynamical system. A reaction network is composed of a set of species $S=\left\{s_{1}, \ldots, s_{n}\right\}$ specifying the compounds that participate in the chemical reactions and a set of reactions $R=\left\{r_{1}, \ldots, r_{m}\right\}$. Each reaction is associated with a time-invariant kinetic parameter $k$, determining the frequency of occurrence. In a reaction, certain species, called reactants, combine to produce a specified number of other species, called products. We indicate with $A+2 B \xrightarrow{k} C$ a reaction where $A$ and $B$ are the reactants, $C$ is the product, and the paramater $k$ is the reaction rate. Each species involved in a reaction presents a stoichiometry coefficient that represents the quantity of this species involved in the reaction. In our reaction, one molecule of $A$ fires between two molecules of $B$ and produces a molecule of $C$. More in general, we can define a reaction $i$ as

$$
\sum_{j \in S} \alpha_{i j} s_{j} \rightarrow \sum_{j \in S} \beta_{i j} s_{j}
$$

Here, the left side of the reaction equation represents the summation of reactants, each multiplied by their respective stoichiometry coefficients, $\alpha_{i j}$. On the right side, we show the resulting compound of the reaction, with their stoichiometry coefficients denoted as $\beta_{i j}$.

We store the coefficients in the so-called stoichiometry matrix $\Gamma \in$ $R^{n x m}$. A stoichiometry matrix is a mathematical representation of a chemical reaction network. The entry $\Gamma_{i j}$ represents the net value of the stoichiometric coefficients (product minus reactant) of the $i$-th species in the $j$-th reaction. The sign of $\Gamma_{i j}$ indicates the role of the species in the reaction: positive for a product, negative for a reactant, and zero if the concentration of the compound remains unaffected by the reaction.

A chemical reaction network can be transformed into an associated system of ordinary differential equations (ODEs) to keep track of the concentrations over time. We define $x_{i}(t): S \rightarrow R_{\geq 0}^{n}$ as the concentration vector a time $t$. A common assumption is that the change in the concentrations is governed by the Law of Mass Action [45]. It states that
the rate of a chemical reaction is proportional to the product of the concentrations of the reactants, each raised to the power of their respective stoichiometric coefficients. We can define for each reaction the rate vector

$$
r_{i}(x(t))=k_{i} \prod_{j=1}^{n} x_{j}^{\alpha_{i j}}
$$

where $n$ is the number of species. This represents the function of the concentration and the kinetic parameters. Consequently, we can define the following system of ODE:

$$
\dot{x}(t)=\Gamma r(x(t))
$$

Example 1. Let us consider a reaction network with $S=\{A, B, C\}$ and two reactions $R=\left\{A+B \xrightarrow{k_{1}} 2 C, C+B \xrightarrow{k_{2}} A\right\}$ The corresponding $O D E$ system will be:

$$
\begin{align*}
& \dot{x}_{A}=-k_{1} x_{A} x_{B}+k_{2} x_{B} x_{C} \\
& \dot{x}_{B}=-k_{1} x_{A} x_{B}-k_{2} x_{C} x_{B}  \tag{2.1}\\
& \dot{x}_{C}=-k_{2} x_{C} x_{B}+2 k_{1} x_{A} x_{B} \tag{2.2}
\end{align*}
$$

A polynomial initial value problem (PIVP) can be formulated to track species concentrations over time by specifying appropriate initial conditions.

### 2.3 Exact reduction: backward and forward differential equivalence

The major contribution of this thesis lies in developing approximate lumping techniques. These novel approaches either extend existing exact methods or integrate them into the proposed framework. For this reason, we present the exact techniques here. In order to explain these methods, let us consider the following running example:

Example 2. We use the following $O D E$ system, with variables $\mathcal{S}=$ $\left\{x_{1}, x_{2}, x_{3}\right\}$, as a running example.

$$
\begin{align*}
\dot{x}_{1} & =-4.00 x_{1}+x_{2}+x_{3} \\
\dot{x}_{2} & =2.00 x_{1}-x_{2}  \tag{2.3}\\
\dot{x}_{3} & =2.00 x_{1}-x_{3} \tag{2.4}
\end{align*}
$$

The backward differential equivalence (BDE) and the forward differential equivalence (FDE) were originally provided in [41] for a class of nonlinear ODE systems covering derivatives more general than polynomials. Since the focus of this thesis is on polynomials, we restate these notions for a PIVP. (The proofs for this correspondence are straightforward hence we omit them.)

BDE assures that variables in the same equivalence class have the same solutions at all time points. These relations are built by making pairwise comparisons between the coefficients of the polynomials related to any two variables in the same equivalence class.

Definition 1 (Backward differential equivalence (BDE)). Fix a PIVP, a partition $\mathcal{H}$ of $\mathcal{S}$ and write $x_{i} \sim_{\mathcal{H}}^{B} x_{j}$ if all coefficients of the following polynomial are zero,

$$
\wp_{i, j}^{\mathcal{H}}:=\left(q_{i}-q_{j}\right)\left[x_{\left\langle H^{\prime}, 1\right\rangle} / x_{H^{\prime}}, \ldots, x_{\left\langle H^{\prime},\right| H^{\prime}| \rangle} / x_{H^{\prime}}: H^{\prime} \in \mathcal{H}\right]
$$

i.e., when

$$
\begin{equation*}
\sum_{\alpha \in \mathbb{N}_{0}^{S}}\left|c\left(\wp_{i, j}^{\mathcal{H}}, x^{\alpha}\right)\right|=0 . \tag{2.5}
\end{equation*}
$$

A partition $\mathcal{H}$ is a BDE if $\mathcal{H}=\mathcal{S} /\left(\sim_{\mathcal{H}}^{B^{*}} \cap \sim_{\mathcal{H}}\right)$.
The definition states that a candidate partition is a BDE if, for any two variables in the same block, the differences between the coefficients on the same monomials are zero. The correctness of this approach can be checked by replacing each variable in a block with a representative one. After the substitution, all the dynamics BDE equivalents have exactly the same derivatives.

Example 3. In our running example, let us consider the partition of variables $\mathcal{H}=\left\{H_{1}, H_{2}\right\}$, with $H_{1}=\left\{x_{1}\right\}$ and $H_{2}=\left\{x_{2}, x_{3}\right\}$. Then $\mathcal{H}$ is
a BDE partition. We can manually check the correctness of this reduction. We pick $x_{1}$ and $x_{2}$ as the representative variable for the blocks $H_{1}$ and $\mathrm{H}_{2}$, respectively. The new PIVP is the following:

$$
\begin{align*}
\dot{x}_{1} & =-4.00 x_{1}+x_{2}+x_{2} \\
\dot{x}_{2} & =2.00 x_{1}-x_{2}  \tag{2.6}\\
\dot{x}_{3} & =2.00 x_{1}-x_{2} \tag{2.7}
\end{align*}
$$

We compute $\wp_{2,3}^{\mathcal{H}}=2.00 x_{1}-x_{2}-\left(2.00 x_{1}-x_{2}\right)$. It consists of the difference of the equation $q_{2}$ and $q_{3}$ after the replacement of the representative variables. Now we check that the sum of coefficients in $\wp_{2,3}^{\mathcal{H}}$ is equal to 0 , i.e, $\sum_{\alpha \in \mathbb{N}_{0}^{S}}\left|c\left(\wp_{i, j}^{\mathcal{H}}, x^{\alpha}\right)\right|=0$. The equation is satisfied because $\wp_{2,3}^{\mathcal{H}}=0$. Therefore $\dot{x}_{2}$ and $\dot{x}_{3}$ are BDE. Indeed, the same equations ensure the same solutions at all-time points if they start from the same initial conditions.

FDE relates sums of variables. More in detail, it identifies a partition that induces a quotient ODE that tracks sums of variables in each equivalence class. This can be done by replacing any two variables in the same equivalence class with their sum.

Definition 2 (Forward differential equivalence (FDE)). Fix a PIVP, a partition $\mathcal{H}$ of $\mathcal{S}$ and write $x_{i} \sim_{\mathcal{H}}^{F} x_{j}$ if all coefficients of the polynomial $\sum_{H \in \mathcal{H}} \wp_{i, j}^{H}$ are zero, where

$$
\wp_{i, j}^{H}:=\sum_{x_{k} \in H} q_{k}-\sum_{x_{k} \in H} q_{k}\left[x_{i} / s\left(x_{i}+x_{j}\right), x_{j} /(1-s)\left(x_{i}+x_{j}\right)\right]
$$

and $s$ is an auxiliary variable that does not denote any state. That is, when

$$
\begin{equation*}
\sum_{k=1}^{m} \sum_{\alpha \in \mathbb{N}_{0}^{S U\{s\}}}\left|c\left(\wp_{i, j}^{H_{k}}, x^{\alpha}\right)\right|=0 . \tag{2.8}
\end{equation*}
$$

$\mathcal{H}=\left\{H_{1}, \ldots, H_{m}\right\}$ is an FDE when $\mathcal{H}=\mathcal{S} /\left(\sim_{\mathcal{H}}^{F^{*}} \cap \sim_{\mathcal{H}}\right)$.
For a PIVP, FDE can be checked by requiring that the evaluation of the polynomial that represents the quotient derivative for an equivalence class is invariant with respect to a redistribution of the values of any two variables within that equivalence class.

Example 4. Let us consider the partition $\mathcal{H}=\left\{\left\{x_{1}\right\},\left\{x_{2}, x_{3}\right\}\right\}$ in our example. It is an FDE partition because we can find the following system for $x_{2}+x_{3}$ :

$$
\begin{aligned}
\dot{x}_{1} & =-4.00 x_{1}+\left(x_{2}+x_{3}\right) \\
\left(x_{2}+x_{3}\right) & =4.00 x_{1}-\left(x_{2}+x_{3}\right)
\end{aligned}
$$

Replacing the variable $x_{23}$ with $x_{2}+x_{3}$ we obtain the quotient $O D E$

$$
\begin{aligned}
\dot{x}_{1} & =-4.00 x_{1}+x_{23} \\
\dot{x}_{23} & =4.00 x_{1}-x_{23}
\end{aligned}
$$

Again, we can check that the partition is FDE. We consider, as an example, the case where $H=\left\{x_{2}, x_{3}\right\}$. We must check that the definition (2.8) holds. To illustrate this, we compute $\wp_{2,3}^{H}$ :

$$
\begin{aligned}
\wp_{2,3}^{H}= & 2 x_{1}-x_{2}+2 x_{1}-x_{3} \\
& -\left[2 x_{1}-s\left(x_{2}+x_{3}\right)+2 x_{1}-(1-s)\left(x_{2}+x_{3}\right)\right]
\end{aligned}
$$

It consists of the sum of the equation $q_{2}$ and $q_{3}$ minus their formulation after redistributing the variables in the block. Upon simplification, we can ensure the $\wp_{i, j}^{H}$ is equal to 0 , and consequently, the equation (2.8) is satisfied. Thus we can conclude that the solution satisfies $x_{23}(t)=$ $x_{2}(t)+x_{3}(t)$ for all times $t$ if this holds for the initial condition, i.e., $x_{23}(0)=x_{2}(0)+x_{3}(0)$.

In general, differential equivalences are related but not comparable to the notion of bisimulation for differential systems [72, 79] since it partitions ODE variables rather than the state space. Likewise, it complements [21] in that it captures nonlinear relations between ODE variables but does not enjoy a polynomial time algorithm. Instead, for both equivalences, one can prove the existence of a maximal exact reduction (or equivalently, of the coarsest partition) [41], which can be computed by building on fundamental algorithmic results in computer science related to partition-refinement algorithms [115]. In particular, restricting to polynomial derivatives enables the computation of differential equivalences on a suitable encoding of the ODEs into a hyper-graph akin to a formal chemical reaction network [36]. This finitary encoding ultimately allows
for algorithms that efficiently run in polynomial time and space with respect to the size of the original ODE system, related to the number of variables and of monomials appearing in the right-hand sides [40]. (This is in contrast to significantly more expensive symbolic checks for a more general class of nonlinear ODE systems studied in [41, 42].)

### 2.4 CORA

In this section, we present the state-of-art tool for reachability analysis CORA. The COntinuous Reachability Analyzer (CORA) [2, 3] is a MATLAB toolbox for reachability analysis. Reachability analysis is a well-known technique [48] in the domain of formal methods for system verification and validation, offering a systematic approach to exploring the dynamic behavior of complex systems. It aims to determine whether a particular state or set of states within a system can be reached from an initial state through a sequence of transitions defined by the system's dynamics. CORA requires specifying initial reachable sets that can be expressed with different formalisms. For the purposes of this thesis, we utilize zonotopes [103], which are default representations provided by CORA. Informally speaking, zonotopes are compact representations of sets in high-dimensional space.


Figure 1: Reachability set from the CORA Manual [52].

They are useful in various fields, such as control theory [92] and robotics [145, 120], for describing sets of possible states or trajectories in high-dimensional spaces. Once the initial set is defined, CORA approximates the trajectories of the system, moving the zonotopes according to the dynamics of the ODE system. We report the reachability set of an example using zonotopes in Figure 1. The axes represent different variables, illustrating their movement within the space. The blue region denotes the states reached by the trajectory. Given that one of the main objectives of this thesis is to provide formal bounds, we have chosen CORA as a benchmark tool to compare computational speed and the tightness of our bounds. Through the thesis, we demonstrate that CORA yields tight bounds but requires more computational effort compared to our approaches.

## Chapter 3

## Approximate BDE and FDE

This chapter is based on the published work [34], which is a journal extension of [39].

Although exact reduction methods prove effective in a variety of models (e.g., performance engineering [149, 151, 146, 150], biochemistry [79, $33,43]$ or physical engineering $[21,4]$ ), especially when they have "structural" symmetries that are not dependent on specific values of the parameters, they may not be effective in applications domains where parameter uncertainty, error tolerances, and calibration from finite-precision measurements are common, such as in biology or engineering [139, 53]. To cope with this challenge, in this chapter, we introduce approximate variants of differential equivalence for polynomial ODE systems. This allows relating ODE variables in the same partition block considering a threshold parameter $\varepsilon \geq 0$, which intuitively captures perturbations in polynomial coefficients. The extension is conservative in the sense that the case $\varepsilon=0$ corresponds to an exact differential equivalence. In addition to defining criteria for approximate differential equivalences, we provide an algorithm for obtaining the maximal one, still in a partition-refinement framework.

The reduction is represented as a reference model, obtained through a perturbation of the coefficients of the original model, which makes the
given approximate differential equivalence an exact one. By considering a metric (the Euclidean norm) to measure the degree of perturbation, the reference model is the one that minimizes such perturbation. This can be done efficiently by solving an optimization problem that runs polynomially with the size of the ODE system [86]. This approach is analogous to optimal approximate lumping for Markov chains (e.g., [61]), although our theory can be applied to other choices of reference models.

The bound of the error produced by the reference model with respect to the original system can be computed by studying the reachable set of the reference model from an uncertain set of initial conditions that covers the applied perturbation. Therefore, this reachable set becomes a formal bound that relates the reference model to the original model. Our bound is given in terms of an $\varepsilon-\delta$ argument (similar in spirit to the ones routinely used in calculus). Informally, it states the following: for any choice of the tolerance $\varepsilon$, there exists a degree of perturbation $\delta$ and an amplifier $\lambda$ such that, for any ODE system obtained by applying a perturbation to the reference model of at most $\delta$, at all time points the difference between the solution of the reference model and the perturbed one is at most $\lambda$ times the perturbation. We show that our bounding technique can complement a state-of-the-art overapproximation technique, CORA [2, 3], in that it can scale to larger systems while being more conservative in the size of the initial uncertain set that it supports.

### 3.1 Approximate differential equivalences

In this section, we present two different approximate versions of BDE and FDE. In an approximate differential equivalence, we allow the conditions (2.5)-(2.8) to be satisfied with a certain amount of tolerance.

Definition 3 (Approximate BDE). Fix a PIVP, a partition $\mathcal{H}=\left\{H_{1}, \ldots\right.$, $\left.H_{m}\right\}$ of $\mathcal{S}$, and $\varepsilon \geq 0$. We write $x_{i} \sim_{\mathcal{H}, \varepsilon}^{B} x_{j}$ if $\sum_{\alpha \in \mathbb{N}_{0}^{S}}\left|c\left(\wp_{i, j}^{\mathcal{H}}, x^{\alpha}\right)\right| \leq \varepsilon$, where $\wp_{i, j}^{\mathcal{H}}$ is as in Definition 1. A partition $\mathcal{H}$ is an $\varepsilon-B D E$ if $\mathcal{H}=$ $\mathcal{S} /\left(\sim_{\mathcal{H}, \varepsilon}^{B^{*}} \cap \sim_{\mathcal{H}}\right)$.
Definition 4 (Approximate FDE). Fix a PIVP, a partition $\mathcal{H}=\left\{H_{1}, \ldots\right.$, $\left.H_{m}\right\}$ of $\mathcal{S}$, and $\varepsilon \geq 0$. We write $x_{i} \sim_{\mathcal{H}, \varepsilon}^{F} x_{j}$ if $\sum_{k=1}^{m} \sum_{\alpha \in \mathbb{N}_{0}^{\mathcal{S} \cup\{s\}}}\left|c\left(\wp_{i, j}^{H_{k}}, x^{\alpha}\right)\right|$
$\leq \varepsilon$, where $\wp_{i, j}^{H}$ is as in Definition 2. A partition $\mathcal{H}$ is an $\varepsilon-F D E$ when $\mathcal{H}=\mathcal{S} /\left(\sim_{\mathcal{H}, \varepsilon}^{F^{*}} \cap \sim_{\mathcal{H}}\right)$.

In the definitions above $*$ represents the transitive closure of this relation while $B$ and $F$ stand, respectively, for BDE and FDE. Setting $\varepsilon=0$ recovers the exact counterparts in both cases. That is, $\mathcal{H}$ is a BDE (resp., FDE) partition if and only if $\mathcal{H}$ is a $0-\mathrm{BDE}$ (resp., 0-FDE) partition. The two approximate differential equivalences are not comparable since their exact counterparts are not [41]. Since these two notions have similar structures, in the example of this tractation, we will illustrate only approximate BDE. Instead, both notions will be discussed in more detail for the numerical evaluation at the end of the chapter.

Example 5. Let us consider the following running example.

$$
\begin{align*}
\dot{x}_{1} & =-4.00 x_{1}+x_{2}+x_{3} \\
\dot{x}_{2} & =1.99 x_{1}-x_{2}  \tag{3.1}\\
\dot{x}_{3} & =2.01 x_{1}-x_{3} \tag{3.2}
\end{align*}
$$

$\mathcal{H}=\left\{\left\{x_{1}\right\},\left\{x_{2}, x_{3}\right\}\right\}$ cannot be a BDE partition because $c\left(\wp_{2,3}^{\mathcal{H}}, x_{1}\right)=$ $-0.02 \neq 0$. Of course, it is clear that in this context, the exact BDE is too fragile because a small perturbation of the parameter brings to miss the detection of a strong association. The approximate counterpart is able to cope with this problem. Indeed, if we set up $\varepsilon=0.02$, the partition $\mathcal{H}$ is a 0.02-BDE partition.

The next two theorems are concerned with providing an algorithm to compute an approximate differential equivalence. Theorem 1 shows the existence of the largest approximate differential equivalence. Theorem 2 proves the correctness of the partition-refinement algorithm to compute it as the coarsest refinement of a given initial partition of variables.

Theorem 1. Fix a PIVP, a partition $\mathcal{G}$ of $\mathcal{S}$, and $\varepsilon \geq 0$. Then, there exists a unique coarsest $\varepsilon-F D E(\varepsilon-B D E)$ partition refining $\mathcal{G}$.

The following lemma will be needed in the proof of Theorem 2.
Lemma 1. Let $\mathcal{G}, \mathcal{H}$ be two partitions of $\mathcal{S}$. Then, for any $\varepsilon>0$, the following can be shown.

> Algorithm 1 Template partition refinement algorithm for the computation of the coarsest $\varepsilon$-FDE $/ \varepsilon$ - BDE partition that refines a given initial partition $\mathcal{G}$.

Require: A PIVP over variables $\mathcal{S}$, a partition $\mathcal{G}$ of $\mathcal{S}$, a threshold $\varepsilon \geq 0$, and a mode $\chi \in\{F, B\}$.
$\mathcal{H} \longleftarrow \mathcal{G}$
while true do

$$
\begin{aligned}
& \mathcal{H}^{\prime} \longleftarrow S /\left(\sim_{\mathcal{H}, \varepsilon}^{\chi^{*}} \cap \sim_{\mathcal{H}}\right) \\
& \text { if } \mathcal{H}^{\prime}=\mathcal{H} \text { then } \\
& \text { return } \mathcal{H} \\
& \text { else } \\
& \mathcal{H} \longleftarrow \mathcal{H}^{\prime} \\
& \text { end if } \\
& \text { end while }
\end{aligned}
$$

(i) $x_{i} \sim_{\mathcal{H}, \varepsilon}^{F^{*}} x_{j}$ implies $x_{i} \sim_{\mathcal{G}, \varepsilon}^{F^{*}} x_{j}$ if $\mathcal{H}$ is a refinement of $\mathcal{G}$.
(ii) $x_{i} \sim_{\mathcal{H}, \varepsilon}^{B^{*}} x_{j}$ implies $x_{i} \sim_{\mathcal{G}, \varepsilon}^{B_{,}^{*}} x_{j}$ if $\mathcal{H}$ is a refinement of $\mathcal{G}$.

Theorem 2. Fix a PIVP, a partition $\mathcal{G}$ of $\mathcal{S}$, and $\varepsilon \geq 0$. Then, Algorithm 1 computes the coarsest $\varepsilon-F D E(\varepsilon-B D E)$ that refines $\mathcal{G}$ if $\chi=F$ ( $\chi=B$ ).

Example 6. We decided to apply the Algorithm 1 on the running example. For this purpose we set an $\varepsilon=0.02$ and the initial partition $\mathcal{G}=\left\{x_{1}, x_{2}, x_{3}\right\}$. In the first iteration, the partition was split into two blocks $\mathcal{H}=\left\{\left\{x_{1}\right\},\left\{x_{2}, x_{3}\right\}\right\}$. In the next iteration, $\mathcal{H}$ can not be split anymore, and the algorithm returns it as the 0.02-BDE partition.

The importance of these two theorems lies in the fact that, generally, the largest and unique approximate equivalence does not exist for approximate equivalence, as noted in [105]. In their work, the authors introduced the concept of approximate strong equivalence inspired by quasi-lumpability [106], where elements within the same block display a difference in the sum of rates towards equivalent classes that is less than $\varepsilon$. This criterion aligns with our operator $\sim_{\mathcal{H}}^{B}$. But differently, by enforcing the transitive closure of the operator to compute the partition, we establish the basis for defining the unique and coarsest $\varepsilon$-BDE partition.

These properties are fundamental for the definition of Algorithm 1 and assure the convergency to the resulting partition. On the other hand, the transitive closure necessary for these properties can lead to aggressive aggregation. In Chapter 5, we tackle this problem, proposing an iterative scheme for the $\varepsilon$-BDE reduction.

We now study how efficiently the conditions for approximate differential equivalence can be computed. Since the reduction techniques are concerned with the coefficients of the polynomials, we define the complexity in terms of $\wp_{i, j}^{H}$ and $\wp_{i, j}^{\mathcal{H}}$. In the case of $\varepsilon$-FDE, we estimate an exponential complexity due to term replacement. Suppose to have the PIVP $\dot{x}_{1}=x_{2}^{k}, \dot{x}_{2}=x_{1}^{k}$, for some $k>0$, then, for $\mathcal{H}=\left\{\left\{x_{1}, x_{2}\right\}\right\}$, the term $q_{1}\left[x_{1} / s\left(x_{1}+x_{2}\right), x_{2} /(1-s)\left(x_{1}+x_{2}\right)\right]$ will be of size $\mathcal{O}\left(2^{k}\right)$.

The $\varepsilon$-BDE case is different because the conditions involve a difference between polynomial terms with no term rewritings. This discussion can be formalized as follows.

Theorem 3. There exists a polynomial $\Pi$ such that, under the assumptions of Theorem 2, the number of steps done by Algorithm 1 is $\mathcal{O}\left(\Pi\left(2^{d}\right.\right.$. $p)$ ) if $\chi=F$ and $\mathcal{O}(\Pi(p))$ if $\chi=B$, respectively, where $d$ is the maximum degree of the polynomial and $p$ is the number of monomials present in the PIVP.

Proof. Follows from the proof of Theorem 2.
As already mentioned, the approximate differential equivalences are a relaxation of the exact counterparts; for this reason, the above results provide a complexity bound for a subclass of ODE considered in [41].

In practice, $d$ is not large. Indeed, in the numerical evaluations in Section 3.3, $d$ was no larger than two. For instance, in a PIVP of a chemical reaction network with mass-action kinetics, one typically has $d=$ 2 because, in nature, at most, two species interact in a given reaction [71].

For the sake of completeness, we take into account another complexity measure. Another natural definition could be the maximal distance between derivatives "semantically", i.e., under all possible evaluations within a given domain of interest. For example, consider the PIVP $\dot{x}_{1}=x_{1}^{3}-x_{2}$, $\dot{x}_{2}=x_{1}-x_{2}^{3}$. Establishing that $\left\{\left\{x_{1}, x_{2}\right\}\right\}$ is an $\varepsilon$ - $\operatorname{BDE}$ would require checking that the difference between the derivatives satisfies

$$
\begin{equation*}
\left|\dot{x}_{1}-\dot{x}_{2}\right|=\left|x_{1}^{3}-x_{1}+x_{2}^{3}-x_{2}\right| \leq \varepsilon \tag{3.3}
\end{equation*}
$$

for all $0 \leq x_{1}, x_{2} \leq C$ and for some finite bound $C>0$. Since this question is in general equivalent to solving a non-convex optimization problem, we infer that the problem is NP-hard [116].

Despite this, if a partition $\mathcal{H}$ satisfies constraints like (3.3) with respect to some $\varepsilon>0$, then we can prove that $\mathcal{H}$ is an $\mathcal{O}(\varepsilon)$-FDE/BDE, and vice versa. The basic idea is to observe that a polynomial is the zero function if and only if its coefficients are all zero. In this sense, our techniques defined through the coefficients of the polynomials correspond to check if (3.3) holds.

Given a partition of variables that represents an approximate differential equivalence, we construct a reference PIVP by finding a "perturbation" of the original PIVP, i.e., a modification of the initial conditions and the coefficients present in $q_{1}, \ldots, q_{n}$, which ensures that that partition becomes an exact differential equivalence. Here the initial conditions are denoted by the function $\sigma: \mathcal{S} \rightarrow \mathbb{R}$ such that $x_{i}(0)=\sigma\left(x_{i}\right)$. On this reference PIVP one can use the quotienting algorithms for $\mathrm{FDE} / \mathrm{BDE}$. Therefore, the as-obtained quotient represents an approximate reduction of the original PIVP. We obtain the desired perturbation by treating the original initial conditions and polynomial coefficients uniformly as initial conditions on an extended PIVP where every coefficient is parameterized and turned into a new ODE variable.

The perturbation to use in order to achieve this result can be found by considering an extended PIVP where every coefficient and initial condition is parameterized and turned into a new ODE variable.

Definition 5. The parameterization of a polynomial $q_{i}$ in normal form with variables $\mathcal{S}$ is denoted by $\hat{q}_{i}$ and arises from $q_{i}$ by replacing, for each $\alpha \in \mathbb{N}_{0}^{\mathcal{S}}$, the constant $c\left(q_{i}, x^{\alpha}\right)$ with the parameter $\mathfrak{c}\left(\hat{q}_{i}, x^{\alpha}\right)$.

Example 7. The polynomials $q_{2}=1.99 x_{1}-x_{2}$ and $q_{3}=2.01 x_{1}-x_{3}$ from Example 5 give rise to the parameterized polynomials $\hat{q}_{2}=\mathfrak{c}\left(\hat{q}_{2}, x_{1}\right) x_{1}+$ $\mathfrak{c}\left(\hat{q}_{2}, x_{2}\right) x_{2}$ and $\hat{q}_{3}=\mathfrak{c}\left(\hat{q}_{3}, x_{1}\right) x_{1}+\mathfrak{c}\left(\hat{q}_{2}, x_{3}\right) x_{3}$, respectively.

Definition 6 (Extended PIVP). For a PIVP $\mathcal{P}$ with variables $\mathcal{S}$, set $\Theta=\left\{\mathfrak{c}\left(\hat{q}_{i}, x^{\alpha}\right) \mid 1 \leq i \leq n, \alpha \in \mathbb{N}_{0}^{\mathcal{S}}\right\}$. Its extended version $\hat{\mathcal{P}}$ has variables
$\mathcal{S} \cup \Theta$ and is given by $\dot{x}_{i}=\hat{q}_{i}$ and $\dot{\mathfrak{c}}\left(\hat{q}_{i}, x^{\alpha}\right)=0$, where $x_{i} \in \mathcal{S}$ and $\alpha \in \mathbb{N}_{0}^{\mathcal{S}}$. For a given $\hat{\sigma} \in \mathcal{R}^{\mathcal{S} \cup \Theta}$, let $\hat{\mathcal{P}}(\hat{\sigma})$ denote the PIVP which arises from $\hat{\mathcal{P}}$ by replacing each $v \in \mathcal{S} \cup \Theta$ by the corresponding real value $\sigma(v) \in \mathcal{R}$ in $\hat{\mathcal{P}}$. In particular, let $\hat{\sigma}_{0} \in \mathcal{R}^{\mathcal{S} \cup \Theta}$ be such that $\mathcal{P}(\sigma)=\hat{\mathcal{P}}\left(\hat{\sigma}_{0}\right)$. In particular, let $\hat{\sigma}_{0} \in \mathcal{R}^{\mathcal{S} \cup \Theta}$ be such that $\mathcal{P}(\sigma)=\hat{\mathcal{P}}\left(\hat{\sigma}_{0}\right)$.
Example 8. If $\mathcal{P}$ is the PIVP from Example 5, its extended version $\hat{\mathcal{P}}$ is

$$
\begin{aligned}
\dot{x}_{1} & =\mathfrak{c}\left(\hat{q}_{1}, x_{1}\right) x_{1}+\mathfrak{c}\left(\hat{q}_{1}, x_{2}\right) x_{2}+\mathfrak{c}\left(\hat{q}_{1}, x_{3}\right) x_{3}, \\
\dot{\mathfrak{c}}\left(\hat{q}_{1}, x_{i}\right) & =0, \quad i=1,2,3, \\
\dot{x}_{2} & =\mathfrak{c}\left(\hat{q}_{2}, x_{1}\right) x_{1}+\mathfrak{c}\left(\hat{q}_{2}, x_{2}\right) x_{2}, \\
\dot{\mathfrak{c}}\left(\hat{q}_{2}, x_{i}\right) & =0, \quad i=1,2,3, \\
\dot{x}_{3} & =\mathfrak{c}\left(\hat{q}_{3}, x_{1}\right) x_{1}+\mathfrak{c}\left(\hat{q}_{3}, x_{2}\right) x_{2}, \\
\dot{\mathfrak{c}}\left(\hat{q}_{3}, x_{i}\right) & =0, \quad i=1,2,3 .
\end{aligned}
$$

The corresponding $\hat{\sigma}_{0}$ satisfies $\hat{\sigma}_{0}\left(x_{i}\right)=\sigma\left(x_{i}\right)$ for $1 \leq i \leq 3$ and

$$
\begin{array}{ll}
\hat{\sigma}_{0}\left(\mathfrak{c}\left(\hat{q}_{1}, x_{1}\right)\right)=-4.00, & \hat{\sigma}_{0}\left(\mathfrak{c}\left(\hat{q}_{1}, x_{2}\right)\right)=1.00, \\
\hat{\sigma}_{0}\left(\mathfrak{c}\left(\hat{q}_{1}, x_{3}\right)\right)=1.00, & \hat{\sigma}_{0}\left(\mathfrak{c}\left(\hat{q}_{2}, x_{1}\right)\right)=1.99, \\
\hat{\sigma}_{0}\left(\mathfrak{c}\left(\hat{q}_{2}, x_{2}\right)\right)=-1.00, & \hat{\sigma}_{0}\left(\mathfrak{c}\left(\hat{q}_{3}, x_{1}\right)\right)=2.01, \\
\hat{\sigma}_{0}\left(\mathfrak{c}\left(\hat{q}_{3}, x_{2}\right)\right)=-1.00 . &
\end{array}
$$

The following is needed for the definition of the reference PIVP.
Definition 7. Given constant free polynomial $\hat{\wp}$ (i.e., such that $\hat{\wp}(0)=0$ ) and $\Xi \subseteq \mathcal{S} \cup \Theta \cup\{s\}$, let $\mathfrak{t}\left(\hat{\wp}, x^{\alpha}, \Xi\right)$ denote the coefficient term of $x^{\alpha}$ in $\mathcal{N}(\hat{\wp}, \Xi)$, where $\alpha \in \mathbb{N}_{0}^{\Xi}$ and $\mathcal{N}(\hat{\wp}, \Xi)$ is the normal form of $\hat{\wp}$ where variables outside $\Xi$ are treated as parameters.
Example 9. With $\hat{q}_{2}$ and $\hat{q}_{3}$ as in Example 7 and $\Xi=\left\{x_{1}, x_{2}, x_{3}\right\}$, the normal form $\mathcal{N}\left(\hat{q}_{2}-\hat{q}_{3}, \Xi\right)$ is given by $\left(\mathfrak{c}\left(\hat{q}_{2}, x_{1}\right)-\mathfrak{c}\left(\hat{q}_{3}, x_{1}\right)\right) x_{1}+\left(\mathfrak{c}\left(\hat{q}_{2}, x_{2}\right)-\right.$ $\left.\mathfrak{c}\left(\hat{q}_{3}, x_{2}\right)\right) x_{2}$, while $\mathfrak{t}\left(\hat{q}_{2}-\hat{q}_{3}, x_{1}, \Xi\right)=\mathfrak{c}\left(\hat{q}_{2}, x_{1}\right)-\mathfrak{c}\left(\hat{q}_{3}, x_{1}\right)$.

For an $\mathcal{H}$ to be an FDE/BDE, the coefficients of certain polynomials need to coincide or, alternatively, the corresponding differences to be zero. These constraints can be described by linear equations introduced next.

Definition 8. Given a PIVP with variables $\mathcal{S}$ and an $\varepsilon$-FDE partition $\mathcal{H}$ of $\mathcal{S}$, the set of linear constraints of $\mathcal{H}$ is given by

$$
\begin{equation*}
\left\{\mathfrak{t}\left(\tilde{\wp}_{i, j}^{H}, x^{\alpha}, \mathcal{S} \cup\{s\}\right)=0 \mid \alpha \in \mathbb{N}_{0}^{\mathcal{S} \cup\{s\}}, H \in \mathcal{H} \text { and } x_{i} \sim_{\mathcal{H}} x_{j}\right\} \tag{3.4}
\end{equation*}
$$

with $\tilde{\wp}_{i, j}^{H}=\sum_{x_{k} \in H} \hat{q}_{k}-\sum_{x_{k} \in H} \hat{q}_{k}\left[x_{i} / s\left(x_{i}+x_{j}\right), x_{j} /(1-s)\left(x_{i}+x_{j}\right)\right]$. Instead, if $\mathcal{H}$ is an $\varepsilon-B D E$ partition of $\mathcal{S}$, the corresponding set of linear constraints is

$$
\begin{align*}
&\left\{\mathfrak{t}\left(\tilde{\wp}_{i, j}^{\mathcal{H}}, x^{\alpha}, \mathcal{S}\right)=0 \mid \alpha \in \mathbb{N}_{0}^{\mathcal{S}}, x_{i} \sim_{\mathcal{H}} x_{j}\right\} \cup\left\{x_{i_{j}}-x_{i_{j+1}}=0 \mid 1 \leq j \leq k-1\right. \\
&\text { and } \left.\left\{x_{i_{1}}, \ldots, x_{i_{k}}\right\} \in \mathcal{S} / \sim_{\mathcal{H}}\right\}, \tag{3.5}
\end{align*}
$$

where $\tilde{\wp}_{i, j}^{\mathcal{H}}=\left(\hat{q}_{i}-\hat{q}_{j}\right)\left[x_{H^{\prime}, 1} / x_{H^{\prime}}, \ldots, x_{H^{\prime},\left|H^{\prime}\right|} / x_{H^{\prime}}: H^{\prime} \in \mathcal{H}\right]$.
Next, we showcase the linear equations in our example.
Example 10. From Example 3, we know that $\mathcal{H}=\left\{\left\{x_{1}\right\},\left\{x_{2}, x_{3}\right\}\right\}$ is a 0.02-BDE partition of the PIVP (3.1). The set of linear constraints underlying $\mathcal{H}$ is given by $\mathfrak{c}\left(\hat{q}_{2}, x_{1}\right)-\mathfrak{c}\left(\hat{q}_{3}, x_{1}\right)=0$ and $x_{2}-x_{3}=0$.

Remark 1. In line with its exact counterpart, an $\varepsilon-B D E$ is "useful" under the further constraint that related variables have the same initial conditions in the reference model as a necessary condition for having equal solutions at all time points. This translates into adding the constraints in (3.5) that perturbed initial conditions of related variables are equal. This leads, for instance, to the constraint $x_{2}-x_{3}=0$ in the running example. For $\varepsilon-F D E$, instead, only constraints on the parameters $\Theta$ are made.

Theorem 4. Given a PIVP $\mathcal{P}$ with variables $\mathcal{S}$, an $\varepsilon-F D E / B D E$ partition $\mathcal{H}$ and a configuration $\hat{\sigma} \in \mathcal{R}^{\mathcal{S} \cup \Theta}$ that satisfies (3.4)/(3.5), it holds that $\mathcal{H}$ is an FDE/BDE of $\hat{\mathcal{P}}(\hat{\sigma})$.

In general, an approximate quotient is not unique; indeed, the linear system of constraints from Theorem 4 is underdetermined. Here, we fix one candidate perturbation by assuming that nearby initial conditions yield nearby trajectories. This fact is asymptotically true due to Gronwall's inequality, as mentioned in the related works section. For this purpose, we set the Euclidian norm as the objective function in a linear system with the constraints defined by 4 .

$$
\begin{equation*}
\hat{\sigma}_{*}=\underset{\hat{\sigma}: \text { Eq. }(3.4) /(3.5) \text { holds }}{\operatorname{argmin}}\left\|\hat{\sigma}-\hat{\sigma}_{0}\right\|_{2} \tag{3.6}
\end{equation*}
$$

This yields a convex quadratic program that can be solved in polynomial time [86].


Figure 2: Given a $\operatorname{PIVP} \mathcal{P}$, a partition $\mathcal{G}$ of $\mathcal{S}$, and an $\varepsilon>0$, the coarsest $\varepsilon$-FDE/BDE partition $\mathcal{H}$ that refines $\mathcal{G}$ is constructed. Afterwards, the solution $\hat{\sigma}_{*}$ of the optimization problem (3.6) is computed in Fig. 1(a). This allows to compute the $\varepsilon$-FDE/BDE quotient $\hat{\mathcal{P}}\left(\hat{\sigma}_{*}\right)$ of $\mathcal{H}$. With this, $\lambda$ and $\delta$ from Theorem 8 are calculated. In the case the distance between $\hat{\sigma}_{0}$ and $\hat{\sigma}_{*}$ does not exceed $\delta$, the tight bounds of Theorem 8 can be applied and relate the trajectories of $\hat{\mathcal{P}}\left(\hat{\sigma}_{*}\right)$ and $\hat{\mathcal{P}}\left(\hat{\sigma}_{0}\right)=\mathcal{P}(\sigma)$, as depicted in Fig. 1(b).

Example 11. Let us continue Example 10 and assume that $\sigma\left(x_{2}\right)=$ $\sigma\left(x_{3}\right)$. In such a case, it can be easily seen that $\hat{\sigma}_{*}$ and $\hat{\sigma}_{0}$ satisfy

$$
\hat{\sigma}_{*}\left(\mathfrak{c}\left(\hat{q}_{2}, x_{1}\right)\right)=\hat{\sigma}_{*}\left(\mathfrak{c}\left(\hat{q}_{3}, x_{1}\right)\right)=\left(\hat{\sigma}_{0}\left(\mathfrak{c}\left(\hat{q}_{2}, x_{1}\right)\right)+\hat{\sigma}_{0}\left(\mathfrak{c}\left(\hat{q}_{3}, x_{1}\right)\right)\right) / 2=2.00
$$

and coincide on all other parameters. In other words, the closest PIVP that enjoys an exact $B D E$ relating $x_{2}$ and $x_{3}$ is given, as expected, by perturbing the coefficients 1.99 and 2.01 of (3.1) to their average value, yielding:

$$
\begin{aligned}
\dot{x}_{1} & =-4.00 x_{1}+x_{2}+x_{3} \\
\dot{x}_{2} & =2.00 x_{1}-x_{2} \\
\dot{x}_{3} & =2.00 x_{1}-x_{3}
\end{aligned}
$$

The above discussions are summarized in the following.
Theorem 5. Given a PIVP, $\varepsilon \geq 0$, and an $\varepsilon-F D E / B D E$ partition $\mathcal{H}$, the solution of (3.6) exists and can be computed in polynomial time.

Proof. Follows from Theorem 3, Theorem 4 and [86].
The solution of the optimization problem (3.6) stated in Theorem 5 is informally depicted in Fig. 2a.

The reference PIVP is the extended, exactly reducible PIVP with the optimum initial condition $\hat{\sigma}_{*}$, i.e., $\hat{\mathcal{P}}\left(\hat{\sigma}_{*}\right)$. Its ODE solution is called the reference trajectory.

### 3.2 Error Bounds

The objective of this section is to provide a formal bound between the solution of the original PIVP and the reference one. For this, we consider two parameters $\delta>0$ and $\lambda>0$. The former corresponds to the size of a ball around the initial condition $\hat{\sigma}_{*}$ of the reference PIVP; the latter is an amplifier that relates the maximum distance between trajectories to the distance between the initial conditions. Every time the initial condition of the original PIVP $\hat{\mathcal{P}}\left(\hat{\sigma}_{0}\right)$ stays inside the $\delta$ ball, it is possible to show that the maximum error is limited by a formal bound affected by $\lambda$. This idea is visualized in Fig. 2(b).

The next definitions and theorems build the theory necessary to formalize this idea. We start recalling the notion of Jacobian matrix.

Definition 9. Given an extended PIVP with variables $\mathcal{S} \cup \Theta$, the entries of the Jacobian matrix $A=\left(A_{i, j}\right)_{x_{i}, x_{j} \in \mathcal{S} \cup \Theta}$ are given by $A_{i, j}=\partial_{x_{j}} \hat{q}_{i}$, where $\partial_{x}$ denotes the partial derivative with respect to $x$.

Let $A(t) \in \mathcal{R}^{\mathcal{S} \cup \Theta \times \mathcal{S} \cup \Theta}$ denote the Jacobian obtained by plugging in the reference trajectory $x^{\hat{\sigma}_{*}}(t)$. We will need the following result from the theory of ODEs.

Theorem 6. There exists a family of matrices $\Lambda\left(t_{0}, t_{1}\right)$, with $0 \leq t_{0} \leq$ $t_{1} \leq \hat{\tau}$, such that the solution of $\dot{y}(t)=A(t) y(t)+u(t)$, where $y\left(t_{0}\right)=y_{0}$ and $u$ is continuous, is given by $y(t)=\Lambda\left(t_{0}, t\right) y_{0}+\int_{t_{0}}^{t} \Lambda(s, t) u(s) d s$ for all $0 \leq t_{0} \leq t \leq \hat{\tau}$.

Fix some arbitrary $\hat{\sigma}_{1} \in \mathbb{R}^{\mathcal{S}} \cup \Theta$ and let $\hat{\mathcal{P}}$ be given by $\dot{x}=\hat{q}(x)$. Using Taylor's expansion of $\hat{q}$ at point $x^{\hat{\sigma}_{*}}(s)$, it holds that $\hat{q}\left(x^{\hat{\sigma}_{1}}(s)\right)=$ $\hat{q}\left(x^{\hat{\sigma}_{*}}(s)\right)+A(s)\left(x^{\hat{\sigma}_{1}}(s)-x^{\hat{\sigma}_{*}}(s)\right)+r\left(s, x^{\hat{\sigma}_{1}}(s)-x^{\hat{\sigma}_{*}}(s)\right)$, where $r$ is the remainder function which accounts for the higher order terms of $\hat{q}$ at point $x^{\hat{\sigma}_{*}}(s)$. This implies that

$$
\left(\dot{x}^{\hat{\sigma}_{1}}(t)-\dot{x}^{\hat{\sigma}_{*}}(t)\right)=A(t)\left(x^{\hat{\sigma}_{1}}(t)-x^{\hat{\sigma}_{*}}(t)\right)+r\left(s, x^{\hat{\sigma}_{1}}(t)-x^{\hat{\sigma}_{*}}(t)\right),
$$

meaning that $x^{\hat{\sigma}_{1}}-x^{\hat{\sigma}_{*}}$ can be interpreted as a solution of the linear ODE system from Theorem 6 with input function $u(s)=r\left(s, x^{\hat{\sigma}_{1}}(s)-\right.$ $\left.x^{\hat{\sigma}_{*}}(s)\right)$. Let $\Delta x$ denote the solution of $\Delta \dot{x}(t)=A(t) \Delta x(t)$ with $\Delta x(0)=$ $x^{\hat{\sigma}_{1}}(0)-x^{\hat{\sigma}_{*}}(0)$. The above discussion and Theorem 6 then ensure that the auxiliary function $z=x^{\hat{\sigma}_{1}}-x^{\hat{\sigma}_{*}}-\Delta x$ satisfies $z(t)=\Lambda(0, t) z(0)+$ $\int_{0}^{t} \Lambda(s, t) r\left(s, x^{\hat{\sigma}_{1}}(s)-x^{\hat{\sigma}_{*}}(s)\right) d s$. With $z(0)=0$, we thus get the following.

Theorem 7. With the notation from above, it holds that $\left\|x^{\hat{\sigma}_{1}}(t)-x^{\hat{\sigma}_{*}}(t)\right\|$ $\leq\|\Delta x(t)\|+\left\|\int_{0}^{t} \Lambda(s, t) \cdot\left(r\left(s, x^{\hat{\sigma}_{1}}(s)-x^{\hat{\sigma}_{*}}(s)\right)\right) d s\right\|$.

Since $\Delta x \equiv x^{\hat{\sigma}_{1}}-x^{\hat{\sigma}_{*}}$ only if the remainder function $r$ is zero (that is, only if the original ODE system is linear), we call $\Delta x$ the linearization of the true difference function $x^{\hat{\sigma}_{1}}-x^{\hat{\sigma}_{*}}$. With this, we are in a position to show Theorem 8 and 9.

Theorem 8. Consider an extended PIVP $\hat{\mathcal{P}}$ with variables $\mathcal{S} \cup \Theta$ and define $\lambda_{0}=\max _{0 \leq t \leq \hat{\tau}}\|\Lambda(0, t)\|$ and $\lambda_{1}=\max _{0 \leq t_{0} \leq t_{1} \leq \hat{\tau}}\left\|\Lambda\left(t_{0}, t_{1}\right)\right\|$. Further, define the remainder function $r:[0 ; \hat{\tau}] \times \mathbb{R}^{\mathcal{S} \cup \Theta} \xrightarrow{ } \overline{\mathbb{R}}^{\mathcal{S} \cup \Theta}$ via

$$
r\left(t, x-x^{\hat{\sigma}_{*}}(t)\right)=\hat{q}(x)-\hat{q}\left(x^{\hat{\sigma}_{*}}(t)\right)-A(t)\left(x-x^{\hat{\sigma}_{*}}(t)\right)
$$

and let $0 \leq d_{2}, d_{3}, \ldots$ be such that $\|r(t, y)\| \leq \sum_{k=2}^{\operatorname{deg}(\hat{\mathcal{P}})} d_{k}\|y\|^{k}$ for all $y \in \mathbb{R}^{\mathcal{S} \cup \Theta}$ and $0 \leq t \leq \hat{\tau}$. Then, with $\lambda=2 \lambda_{0}$, for any $x^{\hat{\sigma}_{1}}(0) \in \mathbb{R}^{\mathcal{S} \cup \Theta}$, it holds that

$$
\begin{gathered}
\left\|x^{\hat{\sigma}_{1}}(0)-x^{\hat{\sigma}_{*}}(0)\right\| \leq \delta \Rightarrow \max _{0 \leq t \leq \hat{\tau}}\left\|x^{\hat{\sigma}_{1}}(t)-x^{\hat{\sigma}_{*}}(t)\right\| \leq \\
\lambda\left\|x^{\hat{\sigma}_{1}}(0)-x^{\hat{\sigma}_{*}}(0)\right\|
\end{gathered}
$$

whenever $\delta>0$ satisfies $\sum_{k=2}^{\operatorname{deg}(\hat{\mathcal{P}})} d_{k}\left(2 \lambda_{0} \delta\right)^{k-1} \leq\left(2 \lambda_{1} \hat{\tau}\right)^{-1}$.
Through the theorem 8, we show that there exists a formal bound proportional to $\lambda$ in terms of the initial perturbation if this is smaller than $\delta$.

We wish to point out that the maximal $\delta$ satisfying $\sum_{k=2}^{\operatorname{deg}(\hat{\mathcal{P}})} d_{k}\left(2 \lambda_{0} \delta\right)^{k-1}$ $\leq\left(2 \lambda_{1} \hat{\tau}\right)^{-1}$ is a root of a polynomial in one variable and thus can be efficiently approximated from below via Newton's method. Instead, the assumption $\|r(s, y)\| \leq \sum_{k=2}^{\operatorname{deg}(\hat{\mathcal{P}})} d_{k}\|y\|^{k}$ on the remainder function $r$ states
essentially that, for any $k \geq 2$, the sum of all $k$-th order derivatives of $r$ are bounded by $d_{k}$ along the reference trajectory $x^{\hat{\sigma}_{*}}$.

The previous Theorem could be more precise in the special case of linear systems (i.e., $\operatorname{deg}(\hat{\mathcal{P}})=1$ ) as discussed in [56]. In the next result, we consider this context, and we show that the amplifier could be halved. This is because Theorem 9 need not estimate nonlinear terms present in remainder function $r$. More importantly, Theorem 9 shows that the amplifier of Theorem 8 cannot be substantially improved.
Theorem 9. If an extended PIVP $\hat{\mathcal{P}}$ satisfies $\operatorname{deg}(\hat{\mathcal{P}})=1$ and $\lambda=2 \lambda_{0}$, it holds that

$$
\max _{0 \leq t \leq \hat{\tau}}\left\|x^{\hat{\sigma}_{1}}(t)-x^{\hat{\sigma}_{*}}(t)\right\| \leq \frac{\lambda}{2}\left\|x^{\hat{\sigma}_{1}}(0)-x^{\hat{\sigma}_{*}}(0)\right\|
$$

for any $x^{\hat{\sigma}_{1}}(0) \in \mathbb{R}^{\mathcal{S} \cup \Theta}$. The bound is tight in the sense that there exist $0 \leq$ $t \leq \hat{\tau}$ and $x^{\hat{\sigma}_{1}}(0) \in \mathbb{R}^{\mathcal{S} \cup \Theta}$ such that $\left\|x^{\hat{\sigma}_{1}}(t)-x^{\hat{\sigma}_{*}}(t)\right\|=\frac{\lambda}{2}\left\|x^{\hat{\sigma}_{1}}(0)-x^{\hat{\sigma}_{*}}(0)\right\|$.

Remark 2. We note that $\lambda_{0}, \lambda_{1}$ can be estimated efficiently. Indeed, let $e_{x_{i}} \in \mathcal{R}^{\mathcal{S} \cup \Theta}$ be the $x_{i}$-th unit vector in $\mathbb{R}^{\mathcal{S} \cup \Theta}$, i.e., $e_{x_{i}}\left(x_{j}\right)=\delta_{i, j}$ where $\delta_{i, j}$ is the Kronecker delta. Then, if $y\left(t_{0}\right)=e_{x_{i}}$, Theorem 6 implies $y\left(t_{1}\right)=\Lambda\left(t_{0}, t_{1}\right) e_{x_{i}}$. Since $\Lambda\left(0, t_{1}\right) e_{x_{i}}$ is the $x_{i}$-column of $\Lambda\left(0, t_{1}\right)$ and $\Lambda\left(t_{0}, t_{1}\right)=\Lambda\left(0, t_{1}\right) \Lambda\left(0, t_{0}\right)^{-1}$, this shows that the matrices $\Lambda\left(t_{0}, t_{1}\right)$ can be computed by solving $|\mathcal{S} \cup \Theta|$ instances of the linear ODE system from Theorem 6 up to time $\hat{\tau}$.

By calculating a bound $L>0$ on $\max _{0 \leq t \leq \hat{\tau}}\|A(t)\|$ and by computing the matrices $\Lambda\left(t_{i}, t_{j}\right)$ for all time points $t_{k}$ underlying a fixed discretization step $\Delta t>0$ of $[0 ; \hat{\tau}]$, the following can be shown.

Lemma 2. Together with $\lambda_{0}^{+}=\max _{i}\left\|\Lambda\left(0, t_{i}\right)\right\|$ and $\lambda_{1}^{+}=\max _{i \leq j}\left\|\Lambda\left(t_{i}, t_{j}\right)\right\|$, it holds that $\lambda_{0} \leq \lambda_{0}^{+} e^{L \Delta t}$ and $\lambda_{1} \leq \lambda_{1}^{+}\left[1+L \Delta t\left(e^{L \Delta t}+1\right)\right]$.

The next result simplifies the constraints on $\delta$ from Theorem 8 if $\operatorname{deg}(\hat{\mathcal{P}}) \leq 3$.
Lemma 3. In the case where $\operatorname{deg}(\hat{\mathcal{P}}) \leq 3$, the constraint on $\delta$ of Theorem 8 simplifies to $\delta \leq\left[2 \hat{\tau} \lambda_{0} \lambda_{1}\left(d_{2}+\sqrt{d_{2}^{2}+\frac{2 d_{3}}{\lambda_{1} \hat{\tau}}}\right)\right]^{-1}$.

The above lemma applies, for instance, to most biochemical systems, as discussed in Section 3.1. The next result, instead, allows for an efficient estimation of $d_{k}$, with $2 \leq k \leq \operatorname{deg}(\hat{\mathcal{P}})$.

Lemma 4. Given an extended PIVP $\hat{\mathcal{P}}$ with variables $\mathcal{S} \cup \Theta$, let $\#_{k}\left(\hat{q}_{i}\right)$ be the number of degree $k$ monomials in $\mathcal{N}\left(\hat{q}_{i}\right)$ and $D\left(\hat{q}_{i}, \hat{\sigma}\right)$ the largest coefficient of $\mathcal{N}\left(\hat{q}_{i}\right)$ for configuration $\hat{\sigma} \in \mathcal{R}^{\mathcal{S} \cup \Theta}$. With $C=\max _{0 \leq t \leq \hat{\tau}}\left\|x^{\hat{\sigma}_{*}}(t)\right\|$, $M=\max _{x_{i} \in \mathcal{S}} \max _{k \geq 2} \#_{k}\left(\hat{q}_{i}\right)$ and $D=\max _{x_{i} \in \mathcal{S}} D\left(\hat{q}_{i}, \hat{\sigma}_{*}\right)$, it suffices to set $d_{k}$ in Theorem 8 to $C^{\operatorname{deg}(\hat{\mathcal{P}})-k} M D$.

For the case of linear systems whose parameters are subject to perturbation, the following lemma can be applied. It provides a sharper estimate on $d_{2}$ but comes at the price of more involved computation.

Lemma 5. Given an extended PIVP $\hat{\mathcal{P}}$ with variables $\mathcal{S} \cup \Theta$, the Hessian matrix $H^{k}=\left(H_{i, j}^{k}\right)_{x_{i}, x_{j}}$ of $\hat{q}_{k}$ is given by $H_{i, j}^{k}=\partial_{x_{i}} \partial_{x_{j}} \hat{q}_{k}$. With this, $d_{2}$ can be chosen as $d_{2}=\frac{1}{2} \cdot \max _{x_{i} \in \mathcal{S} \cup \Theta} \max _{0 \leq t \leq \hat{\tau}}\left\|H^{i}\left(x^{\hat{\sigma}_{*}}(t)\right)\right\|$.

Example 12. Since $\operatorname{deg}(\hat{\mathcal{P}})=2$ in Example 8, coefficients $d_{3}, d_{4}, \ldots$ are zero and we only need to bound $d_{2}$. Moreover, the constraint in Theorem 8 simplifies to $\delta \leq\left(4 \hat{\tau} \lambda_{0} \lambda_{1} d_{2}\right)^{-1}$ thanks to Lemma 3. By applying Lemma 4, instead, we see that it suffices to choose $d_{2}=3.00$ because $M=3.00$ and $D=1.00$. In the case of $\hat{\tau}=2.00$, we thus get $\lambda_{0}=\lambda_{1}=1.40$ which yields $\delta \leq 0.02$.

### 3.3 Experiments

In this section, let us show the application of $\varepsilon$-BDE (FDE) on real case studies. More in detail, we take into account four different examples: an electrical network, a protein interaction network, a polymerization model, and a mobile virus infection model. For every model, we provide the results achieved by applying the reductions implemented in the ERODE tool [37], and we compare them against CORA. The results reported were computed on a laptop with Windows 1064 bits over an actual Intel Core i7 machine with 16 GB of RAM.

### 3.3.1 Electrical Network

We consider a simplified (inductance-free) version of a power distribution electrical network from [133], arranged as a tree called $H$-tree (Figure 3). We let $N$ be the depth of the tree and denote the resistances and the


Figure 3: H-tree network adapted from [133].
capacitances at depth $i$ by $R_{i, k}$ and $C_{i, k}$, respectively. The source voltage is $v_{s}$, here assumed to be constant, $v_{s}=2.0 \mathrm{~V}$. Then, the voltage across $C_{i, k}$, denoted by $v_{i, k}$, obeys the affine ODE

$$
\begin{align*}
& \dot{v}_{1,1}=\frac{v_{S}-v_{1,1}}{R_{1,1} C_{1,1}}-\frac{v_{1,1}-v_{2,1}}{R_{2,1} C_{1,1}}-\frac{v_{1,1}-v_{2,2}}{R_{2,2} C_{1,1}}  \tag{3.7}\\
& \dot{v i, k}=\frac{v_{i-1, l}-v_{i, k}}{R_{i, k} C_{i, k}}
\end{align*}
$$

where $1 \leq i \leq N, k=1, \ldots, 2^{i-1}$, and $l=\lceil k / 2\rceil$, where $\lceil\cdot\rceil$ denotes the ceil function. Here, we considered networks with depth up to $N=6$. For depths, $i \leq 4$, the nominal parameter values $R_{i}^{*}$ and $C_{i}^{*}$ were taken from [133]; for $i \geq 5$, instead, we extrapolated them. The parameters are summarized in Table 2.

In [133] the authors show that when the values of resistors and capacitors of any depth are equal, i.e., $R_{i, .} \equiv R_{i}^{*}$ and $C_{i, .} \equiv C_{i}^{*}$ then the network is symmetric. That is, the voltages at the capacitors at any level are equal at all time points. Indeed, $\left\{\left\{v_{i, k} \mid 1 \leq k \leq 2^{i-1}\right\} \mid 1 \leq i \leq N\right\}$ is an exact BDE partition (with $N$ equivalence classes).

We now study the robustness of the symmetry under the realistic assumption that resistances and capacitances are only approximately equal. In particular, we test whether it is possible to explain quasi-symmetries when the parameters have tolerance $\eta=0.01 \%$. This corresponds to a practical situation when components or measurement parameters enjoy

| $i$ | $R_{i}^{*}(\mathrm{~m} \Omega)$ | $C_{i}^{*}(\mathrm{fF})$ |
| ---: | ---: | ---: |
| 1 | 3.19 | 0.280 |
| 2 | 6.37 | 0.300 |
| 3 | 12.75 | 0.130 |
| 4 | 25.50 | 0.140 |
| 5 | 50.00 | 0.070 |
| 6 | 100.00 | 0.070 |

Table 2: Nominal parameters of electronic components at different depths $i$.
high accuracy.
We considered networks of different sizes by varying the maximum depth $N$ from 2 to 6 . For each size, we built an ODE model by sampling values for $R_{i, k}$ and $C_{i, k}$ uniformly at random within $\eta$ percent from their nominal values.

To each model, we applied the $\varepsilon$-BDE reduction algorithm; choosing $\varepsilon=6.00 \mathrm{E}-4$, it returned a quotient corresponding to a perfectly symmetrical case. We computed the values of $\delta$ and $\lambda$ over a time horizon equal to 7 . This was chosen as a representative time point for any $N$, of the transient state of the network (to account for the fact that, typically, circuits are analyzed in the time domain for transient analysis only).

The presence of uncertain parameters required us to transform the originally affine system (3.7) into a polynomial system of degree two (by substituting each $1 /\left(R_{i, k} C_{j, l}\right)$ with a corresponding new state variable) with $2^{N+1}$ states. Since this required nonlinear over-approximation techniques, it ruled out standard over-approximation approaches for linear systems.

In Table 3 we present the results for the random models generated. The runtimes (second column) refer to the computation cost of the $\lambda-\delta$ pair. In all cases, $\delta$ turned out to be larger than the distance between the original model and its quotient $\left\|\hat{\sigma}_{0}-\hat{\sigma}_{*}\right\|=\left\|x^{\hat{\sigma}_{0}}(0)-x^{\hat{\sigma}_{*}}(0)\right\|$ (shown in column $\|\cdot\|)$.

This demonstrates that the $0.01 \%$ tolerance can be formally explained

| $N$ | $\epsilon-B D E$ |  |  |  | CORA |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Time (s) | $\delta$ | \|| $\cdot \\|$ | Bound | Time (s) | Bound |
| 2 | $7.06 \mathrm{E}-1$ | $7.95 \mathrm{E}-4$ | $6.64 \mathrm{E}-5$ | $3.59 \mathrm{E}-4$ | $2.05 \mathrm{E}+1$ | $3.90 \mathrm{E}-3$ |
| 3 | $1.33 \mathrm{E}+0$ | $6.34 \mathrm{E}-4$ | $6.70 \mathrm{E}-5$ | $4.20 \mathrm{E}-4$ | $5.60 \mathrm{E}+1$ | $3.00 \mathrm{E}-3$ |
| 4 | $2.62 \mathrm{E}+0$ | $4.71 \mathrm{E}-4$ | $8.79 \mathrm{E}-5$ | $6.84 \mathrm{E}-4$ | $3.04 \mathrm{E}+2$ | $2.30 \mathrm{E}-3$ |
| 5 | $9.20 \mathrm{E}+0$ | $4.71 \mathrm{E}-4$ | $1.27 \mathrm{E}-4$ | $9.88 \mathrm{E}-4$ | $4.02 \mathrm{E}+3$ | $1.60 \mathrm{E}-3$ |
| 6 | $2.57 \mathrm{E}+1$ | $4.71 \mathrm{E}-4$ | $1.58 \mathrm{E}-4$ | $1.23 \mathrm{E}-3$ |  |  |

Table 3: H-tree model results. The Bound column in the $\varepsilon$-BDE side refers to the quantity $\lambda\|\cdot\|$.
by approximate differential equivalence. Indeed, the preconditions of Theorem 8 hold, and we can provide a formal bound.

For CORA, we set the time step equal to 0.01 as this led to tight enough bounds. For our approach, instead, we used time step 0.023 because this ensured tight approximations of $\lambda_{0}$ and $\lambda_{1}$ via Lemma 2. In all cases, the time-out was set to 3 hours.

The comparison results are also reported in Table 3. For a network of depth $N$, the over-approximations for CORA are reported as the maximal diameter of the flowpipe underlying $v_{N, 1}$ across all time points. As such, it can be compared to the product $\lambda \cdot\left\|\hat{\sigma}_{0}-\hat{\sigma}_{*}\right\|$ given by our bound, which is also explicitly reported in the table for the sake of easy comparability (column Bound in Table 3).

CORA reported tight bounds, but ours are better, approximately 1 order of magnitude less. CORA failed to compute the symbolic Jacobian matrices for $N>5$. Our approach, instead, also reaches good performance for $N=6$. Not only that, but we also wish to point out that our algorithm naturally applies to parallelization. Indeed, its bottleneck is in the computation of the set of linear ODE systems discussed in Remark 2, which can be trivially solved independently from each other.

### 3.3.2 Polymerization model

In chemistry, polymerization is the process by which basic compounds, called monomers, react and bind to form chains of several units. A
prototypical CRN for modeling such a situation in the case of homopolymerization (when monomers are of the same species), may be as follows: $A+A \rightarrow A A, A A+A \rightarrow A A A$, and so on until the polymer grows so large that other phenomena will cause instability, preventing further binding of monomers. To allow for an exact quotient, the kinetic rates are typically set equally in all reactions. However, this assumption is challenged by measurements, explained by the fact that the geometrical conformation of polymers of different lengths affects reactivity [153].

Here, we consider the polymerization scenario taken from [153, Chapter 7] illustrating the formation of polycyclic aromatic hydrocarbons in flame combustion. The CRN describes the growth of a molecule with $i$ aromatic rings, denoted by the formal chemical species $A_{i}$, according to the infinite reaction scheme.

$$
\begin{array}{cc}
\mathrm{A}_{i}+\mathrm{H} \xrightarrow{\alpha_{i}} \mathrm{~A}_{i}+\mathrm{H}_{2} & (i, 1) \\
\mathrm{A}_{i}+\mathrm{H}_{2} \xrightarrow{\bar{\alpha}_{i}} \mathrm{~A}_{i}+\mathrm{H} & (i, \overline{1}) \\
\mathrm{A}_{i}+\mathrm{C}_{2} \mathrm{H}_{2} \xrightarrow{\beta_{i}} \mathrm{~A}_{i} \mathrm{CHCH}^{\sim} & (i, 2)  \tag{3.9}\\
\mathrm{A}_{i} \mathrm{CHCH}^{\sim} \xrightarrow{\bar{\beta}_{i}} \mathrm{~A}_{i}+\mathrm{C}_{2} \mathrm{H}_{2} & (i, \overline{2}) \\
\mathrm{A}_{i} \mathrm{CHCH}^{\sim}+\mathrm{C}_{2} \mathrm{H}_{2} \xrightarrow{\gamma_{i}} \mathrm{~A}_{i+1}+\mathrm{H} & (i, 3)
\end{array} \cdots \quad(i+1,1)
$$

Here $\mathrm{A}_{i}$ is an aromatic radical formed by H abstraction from $\mathrm{A}_{i}$, and $\mathrm{A}_{i} \mathrm{CHCH}^{\sim}$ is a radical formed by adding $\mathrm{C}_{2} \mathrm{H}_{2}$ to $\mathrm{A}_{i}$. The reactions $(i, 1)$ and $(i, \overline{1})$, and similarly $(i, 2)$ and $(i, \overline{2})$, model reversible mechanisms. In this section, we consider the following finite truncations of the previous
model:

$$
\begin{align*}
& \mathrm{A}_{1}+\mathrm{H} \xrightarrow{\alpha_{1}} \mathrm{~A}_{1} \tilde{+}+\mathrm{H}_{2} \quad(1,1)  \tag{3.10}\\
& \mathrm{A}_{2}+\mathrm{H} \xrightarrow{\alpha_{2}} \mathrm{~A}_{2} \tilde{+}+\mathrm{H}_{2}  \tag{2,1}\\
& \mathrm{~A}_{1}{ }^{\sim}+\mathrm{H}_{2} \xrightarrow{\bar{\alpha}_{1}} \mathrm{~A}_{1}+\mathrm{H}  \tag{1}\\
& \mathrm{~A}_{2} \tilde{2}+\mathrm{H}_{2} \xrightarrow{\bar{\alpha}_{2}} \mathrm{~A}_{2}+\mathrm{H}  \tag{1}\\
& \mathrm{~A}_{1}+\mathrm{C}_{2} \mathrm{H}_{2} \xrightarrow{\beta_{1}} \mathrm{~A}_{1} \mathrm{CHCH}^{\sim}  \tag{1,2}\\
& \mathrm{A}_{2} \tilde{+}+\mathrm{C}_{2} \mathrm{H}_{2} \xrightarrow{\beta_{2}} \mathrm{~A}_{2} \mathrm{CHCH}^{\sim}  \tag{2,2}\\
& \mathrm{A}_{1} \mathrm{CHCH}^{\sim} \xrightarrow{\bar{\beta}_{1}} \mathrm{~A}_{1} \tilde{+}+\mathrm{C}_{2} \mathrm{H}_{2}  \tag{2}\\
& \mathrm{~A}_{2} \mathrm{CHCH}^{\sim} \xrightarrow{\bar{\beta}_{2}} \mathrm{~A}_{2} \tilde{+}+\mathrm{C}_{2} \mathrm{H}_{2}  \tag{2}\\
& \mathrm{~A}_{1} \mathrm{CHCH}^{\sim}+\mathrm{C}_{2} \mathrm{H}_{2} \xrightarrow{\gamma_{1}} \mathrm{~A}_{2}+\mathrm{H}  \tag{1,3}\\
& \mathrm{~A}_{2} \mathrm{CHCH}^{\sim}+\mathrm{C}_{2} \mathrm{H}_{2} \xrightarrow{\gamma_{2}} \mathrm{~A}_{1}+\mathrm{H} \tag{2,3}
\end{align*}
$$

In this case, we restrict only to the dynamics of polymers up to length 2 (i.e., with $i \in\{1,2\}$ ), and redirect the flux originally going in $\mathrm{A}_{3}$ to $\mathrm{A}_{1}$, see reaction $(2,3)$. Intuitively, this mimics the fact that polymers of length 3 become unstable due to their length. Let's define $N$ as the length of the polymers. In this section, we take into account three different truncation with N from 2 to 6 . For the sake of simplicity, the set-up of the experiments is explained below only for the model with $N$ equal to 2 . The discussion easily extends to the other models. A model with polymers of length $N$ has $3 \cdot(N+1)$ ODEs.

In [153], it is assumed that the dynamics of polymers do not depend on their length. In our truncated model, this corresponds to setting perfectly symmetric values for rates, i.e., $\alpha_{1}=\alpha_{2}, \beta_{1}=\beta_{2}, \gamma_{1}=\gamma_{2}, \bar{\alpha}_{1}=\bar{\alpha}_{2}$, $\bar{\beta}_{1}=\bar{\beta}_{2}$. Then, it can be shown (similarly to [153]) that $x_{\mathrm{A}_{1}}$ and $x_{\mathrm{A}_{2}}$, $x_{\mathrm{A}_{1} \sim}$ and $x_{\mathrm{A}_{2}}$, and $x_{\mathrm{A}_{1} \mathrm{CHCH}} \sim$ and $x_{\mathrm{A}_{2} \mathrm{CHCH}} \sim$ are related by FDE.

We now consider a variant with approximately equal rates by perturbing the parameters of $0.1 \%$, while we kept the reversed rates equal, i.e., $\bar{\alpha}_{1}=\bar{\alpha}_{2}=0.1$ and $\bar{\beta}_{1}=\bar{\beta}_{2}=0.2$. The perturbation was made around the values 1.0, 2.0, and 3.0, respectively, for $\alpha, \beta$, and $\gamma$.

To study the approximation error, we set the initial concentrations of

| $\varepsilon-\mathrm{FDE}$ |  |  |  |  |  |  | CORA |  |
| :---: | ---: | :---: | :---: | :---: | :---: | ---: | :---: | :---: |
| $N$ | Time $(s)$ | $\delta$ | $\\|\cdot\\|$ | Bound |  | Time (s) | Bound |  |
| 2 | 4.80 | $4.21 \mathrm{E}-2$ | $1.50 \mathrm{E}-3$ | $3.02 \mathrm{E}-3$ |  | 21.54 | $1.50 \mathrm{E}-2$ |  |
| 3 | 6.75 | $2.14 \mathrm{E}-2$ | $4.00 \mathrm{E}-3$ | $8.07 \mathrm{E}-3$ |  | 48.60 | $1.50 \mathrm{E}-2$ |  |
| 4 | 9.80 | $1.29 \mathrm{E}-2$ | $4.20 \mathrm{E}-3$ | $8.44 \mathrm{E}-3$ |  | 81.27 | $1.50 \mathrm{E}-2$ |  |
| 5 | 11.97 | $8.60 \mathrm{E}-3$ | $4.60 \mathrm{E}-3$ | $9.32 \mathrm{E}-3$ |  | 231.81 | $1.50 \mathrm{E}-2$ |  |
| 6 | 14.10 | $6.20 \mathrm{E}-3$ | $5.80 \mathrm{E}-3$ | $1.17 \mathrm{E}-2$ |  | 432.47 | $1.50 \mathrm{E}-2$ |  |

Table 4: Polymerization models results. The Bound column in the $\varepsilon$-FDE side refers to the quantity $\lambda\|\cdot\|$.
$\mathrm{H}, \mathrm{H}_{2}, \mathrm{C}_{2} \mathrm{H}_{2}$ and $\mathrm{A}_{1}$ to 5 , with a 0.06 time horizon, which ensures a good part of the models' dynamic.

The CORA bound corresponds to the maximal flowpipe diameter of molecule $A_{1}$.

The experimental results are reported in Table 4. For each model, the norms $\|\cdot\|$ is less than $\delta$, which implies the existence of the formal bound $\lambda\|\cdot\|$ computed in column Bound. The running times show that $\varepsilon$-FDE reduction is quicker than CORA, not only, also our formal bounds outperform the ones provided by CORA.

### 3.3.3 Protein interaction networks

We tested approximate differential equivalence on another example of polynomial ODE systems from computational biochemistry. Here, a recurring case is the dynamics of complexes such as receptors and scaffold proteins, which have multiple binding domains (e.g., [50, 32]). Let us consider a prototypical situation where a molecule $A$ has two independent binding sites to which molecule $B$ can bind reversibly. We denote by $A_{10}$ and $A_{01}$ the species obtained when $A$ and $B$ are bound via the first or second binding site of $A$, respectively, while the other binding site is free. Instead, $A_{11}$ denotes the complex obtained when $A$ is bound to two molecules of $B$. This situation can be described using the following
mass-action CRN:

$$
\begin{aligned}
A+B \xrightarrow{k_{b_{1}}} A_{10} & A_{10} \xrightarrow{k_{u_{1}}} A+B \\
A+B \xrightarrow{k_{b_{2}}} A_{01} & A_{01} \xrightarrow{k_{u_{2}}} A+B \\
A_{01}+B \xrightarrow{k_{b_{1}}} A_{11} & A_{11} \xrightarrow{k_{u_{1}}} B+A_{01} \\
A_{10}+B \xrightarrow{k_{b_{2}}} A_{11} & A_{11} \xrightarrow{k_{u_{2}}} B+A_{10}
\end{aligned}
$$

Many models in the literature assume perfectly symmetric binding sites, where the kinetic constants do not depend on which particular binding site is involved in the interaction (e.g., [138, 107]). Mathematically, this is translated into assuming that $k_{b_{1}}=k_{b_{2}}$ and $k_{u_{1}}=k_{u_{2}}$. At the ODE level, these perfect symmetries between the species $A_{10}$ and $A_{01}$ are captured by both FDE and $\operatorname{BDE}[38,41]$, as well as by domain-specific techniques $[51,50,32]$. However, it is well understood that, in reality, distinct binding sites will have different kinetic rates to account for their different conformation or just for the ineluctable uncertainty introduced by difficulties in measuring such rates. Thus, the assumption of perfect symmetry can be seen as a mathematical convenience to simplify the description of a more heterogeneous real system. With approximate differential equivalences, we can study how strong the assumption of perfect symmetry actually is.

We considered variants of this binding model by increasing the number of sites $N$ of molecule $A$ from 2 to 4 , each site being involved in binding events with its own rate denoted by $k_{b_{i}}$; for simplicity, instead, we assume that unbinding events have the same kinetic constant $k_{u_{i}}=0.1$ for every site $i$. The model with $N$ binding sites has $2^{N}+1$ ODEs. Similarly to the H-tree case study, the values of $k_{b_{i}}$ were sampled uniformly in an interval around an arbitrarily fixed value of 10 . The interval considers a $1 \%$ perturbation of the fixed value. In this way, the original model was always contained in the $\delta$ neighborhood around the reference PIVP, where all binding rates then become equal to 10 by construction. In Table 5 let's show the values for the model taken into account for experimental results.

Since distinct binding rates are used, none of the models can be reduced by FDE or BDE. Instead, we set $\varepsilon=0.8$ and $\varepsilon=0.4$ for $\varepsilon$-FDE and

| $N$ | Rates of bindings |  |  |  | Runtime (s) |  | $\|\mathcal{H}\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $k_{b_{1}}$ | $k_{b_{2}}$ | $k_{b_{3}}$ | $k_{b_{4}}$ | 0.8-FDE | 0.4-BDE |  |
| 2 | 10.0748 | 9.9864 | - | - | 0.003 | 0.001 | 4 |
| 3 | 9.9174 | 10.0575 | 9.9740 | - | 0.010 | 0.001 | 5 |
| 4 | 10.0886 | 10.0226 | 9.9418 | 9.9505 | 0.078 | 0.002 | 6 |

Table 5: Binding model: parameters and reduction results.

|  | $\varepsilon-\mathrm{BDE}$ |  |  |  |  |  | CORA |  |
| :--- | ---: | ---: | :---: | :---: | :---: | ---: | ---: | ---: |
| $N$ |  | Time $(s)$ | $\delta$ | $\\|\cdot\\|$ | Bound |  | Time (s) | Bound |
| 2 | 4.02 | $2.00 \mathrm{E}-0$ | $6.25 \mathrm{E}-2$ | $1.30 \mathrm{E}-1$ |  | 5.80 | $1.13 \mathrm{E}-1$ |  |
| 3 | 6.69 | $5.19 \mathrm{E}-1$ | $9.97 \mathrm{E}-2$ | $2.00 \mathrm{E}-1$ |  | 14.25 | $1.34 \mathrm{E}-1$ |  |
| 4 | 11.35 | $1.22 \mathrm{E}-1$ | $1.19 \mathrm{E}-1$ | $2.40 \mathrm{E}-1$ |  | - |  |  |

Table 6: Results of $\varepsilon$-BDE and CORA for the model reported in table 5. The horizon $\tau$ is equal to $8 \mathrm{E}-4$. The Bound column in the $\varepsilon$ - BDE side refers to the quantity $\lambda\|\cdot\|$.
$\varepsilon$-BDE, respectively. With these, all models for $2 \leq N \leq 4$ feature the same $\varepsilon$-FDE and $\varepsilon$-BDE coarsest partition (column $|\mathcal{H}|$ gives the number of blocks). This is similar to the exact counterpart, where all the binding rates are equal.

The fact that $\varepsilon$-BDE has much better runtime performance than $\varepsilon$ FDE backs the complexity result in Theorem 3.

We computed the bounds for the $\varepsilon$-BDE only. We set up the time horizon $\hat{\tau}$ equals to $8.0 \mathrm{E}-4$, starting from an initial condition where the concentrations were always set to 20 for the free molecules $A$ and $B$, and to zero for the other species. With this setup, the values of $\delta$ were computed using Lemma 3. The results, together with the runtimes for these computations, are reported in Table 6 . We find that $\delta$ decreases as the number of asymmetric binding sites increases;

The results confirm that the $\delta$ neighborhood does contain the original model in all cases. Consequently also in this case, we can provide a formal bound for each model.

The comparison with CORA was performed similarly to the H-tree
case studies. In particular, in all cases, we used the time horizons $\hat{\tau}$, and we set the time step equal to $\hat{\tau} / 100$ for CORA. For our approach, instead, in order to ensure tight approximations of $\lambda_{0}$ and $\lambda_{1}$ via Lemma 2 we used time steps equal to $1 \mathrm{E}-6$. The CORA bound was computed as the maximal flow pipe diameter for the value of species $A$ across the time interval. In the models with $N$ equal to 2 and 3 the CORA bound is tighter. Despite this, the $\varepsilon$-BDE provides good formal bounds in a smaller amount of time. In the last model, CORA did not terminate its computation within the 3 -hour timeout, instead, our tool returns a good formal bound.

### 3.3.4 Mobile virus model

We consider a simplified mobile virus propagation model inspired by [156]. Here, a region is divided into cells where the mobile virus can spread following an SI model [7]. The SI model describes the spread of an infection in a population composed of two kinds of individuals: susceptible (S) and infected (I). The former are the ones that can contract the virus, while the latter are the ones already infected. The proportion of infected grows according to the differential equation $\dot{I}=\beta S I / N$, where the parameter $\beta$ is called infection rate.

More in detail, we consider a multiclass SI model where each cell represents a class of the model. In this case, the individuals are mobile phones that infect each other through message exchange. We can organize the cells in a network where nodes represent an SI model with $S_{i}$ susceptible and $I_{i}$ infected phones. An edge from a node $i$ to a node $j$ has a weight that represents the cross-class infection rate $\beta_{i j}$. The self-loops represent the spreading of the disease within the cell.

We generate three fully connected networks with 4,8 , and 12 nodes. We split the nodes into two groups with different parameters. We set up the infection rate $\beta_{i j}$ equal to 1 for node $i$ in the first group and equal to 2 for node $i$ in the second group. In line with other case studies, we perturb these parameters of $0.1 \%$ around their fixed value. We expect to get a reduced model where the infected and susceptible belonging to the same

|  |  | $\varepsilon-\mathrm{BDE}$ |  |  |  |  | CORA |  |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | $\hat{\tau}$ | Time $(s)$ | $\delta$ | $\\|\cdot\\|$ | Bound |  | Time (s) | Bound |
| 4 | 1.50 | $5.70 \mathrm{E}-1$ | $3.80 \mathrm{E}-3$ | $8.65 \mathrm{E}-4$ | $1.89 \mathrm{E}-3$ |  | $3.69 \mathrm{E}+1$ | $1.68 \mathrm{E}-2$ |
| 8 | 0.80 | $2.13 \mathrm{E}+0$ | $2.80 \mathrm{E}-3$ | $1.90 \mathrm{E}-3$ | $4.52 \mathrm{E}-3$ |  | $1.24 \mathrm{E}+3$ | $4.17 \mathrm{E}-2$ |
| 12 | 0.50 | $6.63 \mathrm{E}+0$ | $2.40 \mathrm{E}-3$ | $2.00 \mathrm{E}-3$ | $5.18 \mathrm{E}-3$ |  | - |  |

Table 7: Results of $\varepsilon$-BDE and CORA for the multiclass SI models. The Bound column in the $\varepsilon$-BDE side refers to the quantity $\lambda\|\cdot\|$.
group are lumped together. This corresponds to the following partition

$$
\left\{\left\{S_{1}, \ldots, S_{\frac{N}{2}}\right\},\left\{S_{\frac{N}{2}+1}, \ldots, S_{N}\right\},\left\{I_{1}, \ldots, I_{\frac{N}{2}}\right\},\left\{I_{\frac{N}{2}+1}, \ldots, I_{N}\right\}\right\}
$$

As initial conditions, we pick a proportion of the susceptible equal to 0.9 for the first group and 1.0 for the second. We set up different time horizons $\hat{\tau}$ for each network to ensure the system's steady state. We chose a time step equal to 0.01 for both CORA and $\varepsilon$-BDE. We reduce the model with $\varepsilon=5 \mathrm{E}-3$. The CORA bound was computed as the maximal flowpipe diameter for the value of species $S_{1}$ across the time interval.

In Table 7, we report the results for each network considered. Our approach provides Bounds one order of magnitude smaller than CORA. Increasing the dimension of the model, the number of parameters grows quickly. CORA goes out of memory for the model with 12 nodes, while we can compute the Bound in a small amount of time. The reduced model aggregates variables that are generated from the same group, showing that our approach can lump similar equations considering a perturbation of their parameters.

## Chapter 4

## Approximate Reduction through Differential Hulls

This chapter is based on the published work [140].
In some cases, dynamical systems describe classes of entities governed by structurally similar laws governed by different parameters. These parameters may encode different behaviors of the same phenomenon, such as age- or location-dependent rates for the contagion of a disease [33], classdependent service demands in a queuing system [26], and conformationdependent binding affinities in protein interaction networks [64]. When there is a large degree of heterogeneity, intended as the number of classes used in the model, the analysis becomes increasingly more complex. Here, we tackle this issue by designing an algorithm that aims to homogenize class-dependent behavior into representative equations that suitably summarize the difference in parameters using the notion of differential hull [148]. The differential hull is a dynamical system that provides upper and lower bounds for the dynamics of the original ODE system. The main limitation of [148] is that no algorithm is given to build differential hulls; that is, the method requires a priori knowledge of the existence of "equivalent" dynamical equations up to the choice of the parameters.

The main contribution presented in this chapter is to propose an algorithm to build the differential hull that is able to homogenize similar
parameters. We focus on polynomial ODEs with positive solutions. This is already a general class to which other forms of nonlinearity can be reduced [96], and it essentially covers many dynamical models of systems where the state variables are physical quantities such as concentration of molecules and populations of agents. Our algorithm takes as input a tolerance $\varepsilon$ that defines the amount of heterogeneity allowed in the model parameters and then computes the associated differential hull. Let us take the simple polynomial ODE system:

$$
\dot{x}_{1}=-k_{2} x_{1}, \quad \dot{x}_{2}=k_{1} x_{1}-k_{3} x_{2}, \quad \dot{x}_{3}=k_{2} x_{1}-k_{3} x_{3}
$$

with $k_{1}=1.0, k_{2}=1.1$, and $k_{3}=1.2$ and initial conditions all equal to 1. It is clear that the dynamics $\dot{x}_{2}$ and $\dot{x}_{3}$ presents structurally similar equations with different parameters.

The procedure consists of two steps. In the first phase, it builds the differential hull considering the perturbation in the parameter $\varepsilon$. In this case, the parameters suggest setting up $\varepsilon$ equal to 0.2 . The resulting differential hull is an ODE system with double the number of equations.

$$
\begin{array}{lll}
\dot{\dot{x}}_{1}=-k_{3} \underline{x}_{1} & \dot{\dot{x}}_{2}=k_{1} \underline{x}_{1}-k_{3} \underline{x}_{2} & \dot{x}_{3}=k_{1} \underline{x}_{1}-k_{3} \underline{x}_{3} \\
\dot{\bar{x}}_{1}=-k_{1} \bar{x}_{1} & \dot{\bar{x}}_{2}=k_{3} \bar{x}_{1}-k_{1} \bar{x}_{2} & \dot{\bar{x}}_{3}=k_{3} \bar{x}_{1}-k_{1} \bar{x}_{3}
\end{array}
$$

The equations represent the lower bound $\underline{\dot{x}}_{i}$ and the upper bound $\dot{\bar{x}}_{i}$ for each original dynamic $\dot{x}_{i}$. The differential hull overapproximates the original system, replacing each parameter for the maximum or the minimum. The structurally similar equations in the original ODE system now present lower and upper bounds that are backward equivalent in the differential hull. Indeed, the second phase performs an automated discovery of the replicated behavior. This is done with backward differential equivalence (BDE) presented in Chapter 2. Similarly to the previous chapter, we compare the efficiency and the tightness of our bounds against the one computed by CORA.

### 4.1 Differential Hull

In this section, we introduce the notion of differential hull and the algorithm to compute it. We use the notation $x \leq y$ for the vectors $x=\left(x_{1}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, \ldots, y_{n}\right)$ in $\mathbb{R}$ if and only if $x_{i} \leq y_{i}$ for all $1 \leq i \leq n$. The strict inequality, $x<y$, is defined similarly. The differential hull is a vector field with $2 n$ variables that provide upper and lower bounds for the dynamics of the original ODE system defined on the set of variables $\mathcal{V}=\left\{x_{1}, \ldots, x_{n}\right\}$.
Definition 10 (Differential Hull [148]). We call ( $g_{1}, \ldots, g_{n}, g_{\overline{1}}, \ldots, g_{\bar{n}}$ ) : $\mathbb{R}_{>0}^{2 n} \rightarrow \mathbb{R}^{2 n}$ a differential hull of the polynomial ODE system $\left(q_{1}, \ldots, q_{n}\right)$ : $\mathbb{R}_{>0}^{n} \rightarrow \mathbb{R}^{n}$ when, for all $1 \leq i \leq n g_{i}, g_{\bar{i}}$ are polynomials and for any $\underline{x} \leq x \leq \bar{x}$,

$$
\underline{x}_{i}=x_{i} \Longrightarrow g_{\underline{i}}(\underline{x}, \bar{x}) \leq q_{i}(x) \quad \text { and } \quad x_{i}=\bar{x}_{i} \Longrightarrow q_{i}(x) \leq g_{\bar{i}}(\underline{x}, \bar{x})
$$

The previous definition is very general because the only condition a differential hull should satisfy is that it should over-approximate the dynamics of a polynomial vector field $q$. Indeed, the main contribution of this chapter relies on the definition of an algorithm to compute the differential hull of a generic ODE system.

Theorem 10. Let $g$ be a differential hull of $q$. Then, if the solution of the polynomial ODE system $(\underline{\underline{x}}, \dot{\bar{x}})=g(\underline{x}, \bar{x})$ subject to $0<\underline{x}(0) \leq x(0) \leq \bar{x}(0)$ exists and is positive on $[0 ; T]$, where $T>0$, then the solution of $\dot{x}=q(x)$ exists on $[0 ; T]$ as well and satisfies $\underline{x}(t) \leq x(t) \leq \bar{x}(t)$ for all $0 \leq t \leq T$.

We show the pseudocode of this procedure in Algorithm 2. It takes as input a tolerance value $\varepsilon>0$ and a polynomial ODE system $O$, given by $\dot{x}_{i}=q_{i}(x)$ with $1 \leq i \leq n$. Line 2 sorts all coefficients $\left\{\left(i, \alpha, c\left(q_{i}, x^{\alpha}\right)\right) \in\right.$ $\left.O \mid 1 \leq i \leq n, \alpha \in \mathbb{N}_{0}^{n}\right\}$ of $O$ in increasing order and splits them into blocks whose members are within distance $\varepsilon$. More in detail, we start from the minimum parameter and add the next one in the same block until the difference between the first and last inserted is not greater than $\varepsilon$. Blocks are collected in the resulting partition, $P$. Lines $4-5$ define two new equations $\bar{x}_{i}$ and $\underline{x}_{i}$, respectively the lower and upper bound of $x_{i}$. In lines 6-11, the algorithm considers the monomials $M$ in equation $x_{i}$. It
computes the lower and upper bound for each of them and appends these results to $\dot{\bar{x}}$ and $\underline{\dot{x}}$, respectively.

The procedure to compute the upper bound is shown in Algorithm 3. It requires a monomial $M$, the coefficients partition $P$ already calculated by Algorithm 2, and variable $x_{i}$. In lines 2-3, the procedure retrieves the coefficient and the variables associated with the monomial $M$. In lines $4-8$, the algorithm substitutes the original parameter of the monomial. If the coefficient of the monomial $p$ is positive, the computation picks the maximum parameter in the block $p$ belongs to (line 5), otherwise the minimum (line 7). In lines $9-15$, the method takes care of the variables $x_{j}$. The idea is similar. The method picks the upper or lower bound of $x_{j}$ depending on the value of $p$. The first condition in line 10 represents the case where the variable $x_{j}$ is the same variable as $\dot{x}_{i}$. We are computing $\dot{\bar{x}}_{i}$ and we find $x_{j}$ equals to $x_{i}$ in $q_{i}$, in this case, since the variable defines itself, the algorithm will pick $\bar{x}_{j}$ no matter what is the value of $p$.

We omit the algorithm for the lower bound, called in line 9 of Algorithm 2, because it is similar to Algorithm 3. In lines 12-13, Algorithm 2 composes the new equations to the differential hull and returns it.

Theorem 11. The time and space complexity of Algorithm 2 and Algorithm 3 is polynomial in the size of the ODE model.

For the sake of simplicity, let us consider the simple model presented at the beginning of this chapter as a running example.

Running example. Let us take the simple polynomial ODE system:

$$
\dot{x}_{1}=-k_{2} x_{1}, \quad \dot{x}_{2}=k_{1} x_{1}-k_{3} x_{2}, \quad \dot{x}_{3}=k_{2} x_{1}-k_{3} x_{3}
$$

with $k_{1}=1.0, k_{2}=1.1$, and $k_{3}=1.2$ and initial conditions all equal to 1 .
We now consider the application of the Algorithm 2 with a tolerance parameter $\varepsilon=0.2$. In the first step, the procedure splits the parameters in a single block $B_{1}$ where the tolerance is exactly 0.2 , corresponding to the difference $k_{3}-k_{1}$. We now discuss the detailed process to compute the upper bound $\dot{\bar{x}}_{2}$. In line 6 , Algorithm 2 considers every monomial in the dynamics $\dot{x}_{2}$ of ODE system $O$. For the first term $k_{1} x_{1}$, since $k_{1}$ is

```
Algorithm 2 computeDifferentialHull
Require: An ODE system \(O\), a tolerance \(\varepsilon\).
    DHull = \{\}
    \(P=\operatorname{groupParameters}(O, \varepsilon)\)
    for each \(x_{i}\) in \(O\) do
        \(\dot{\bar{x}}_{i}=[]\)
        \(\underline{\dot{x}}_{i}=[\)
        for each monomial \(M\) in \(O\) do
            \(\bar{M}=\operatorname{upperBound}\left(M, P, x_{i}\right)\)
            \(\underline{M}=\) lowerBound \(\left(M, P, x_{i}\right)\)
            \(\operatorname{append}\left(\dot{\bar{x}}_{i}, \bar{M}\right)\)
            \(\operatorname{append}\left(\underline{\dot{x}}_{i}, \underline{M}\right)\)
        end for
        \(\operatorname{add}\left(D H u l l, \dot{\bar{x}}_{i}\right)\)
        \(\operatorname{add}\left(D H u l l, \underline{x}_{i}\right)\)
    end for
    return DHull
```

```
Algorithm 3 upperBound
Require: A monomial \(M\), the parameters partition \(P\), variable \(\dot{x}_{i}\).
    \(\bar{M}=\{ \}\)
    \((\cdot, \cdot, p)=\operatorname{getParameter}(M)\)
    \(V=\operatorname{getVariables}(M)\)
    if \(p>0\) then
        \(\operatorname{add}(\bar{M}, \operatorname{getMax}(p, P))\)
    else
        \(\operatorname{add}(\bar{M}, \operatorname{getMin}(p, P))\)
    end if
    for each \(x_{j}\) in \(V\) do
        if \(x_{j}==x_{i}\) or \(p>0\) then
            \(\operatorname{add}\left(\bar{M}, \bar{x}_{j}\right)\)
        else
            \(\operatorname{add}\left(\bar{M}, \underline{x}_{j}\right)\)
        end if
    end for
    return \(\bar{M}\)
```

positive, line 5 of Algorithm 3 picks $k_{3}$, the maximum parameter for this block. Similarly, in line 11, the maximum value that $x_{1}$ could assume is $\bar{x}_{1}$, which is the upper bound of $x_{1}$. In this way, the algorithm provides the first term $k_{3} \bar{x}_{1}$ of $\dot{\bar{x}}_{2}$. The computation proceeds with the maximization of the second term $-k_{3} x_{2}$. Since $-k_{3}$ is negative, the algorithm takes the parameter $k_{1}$. Moreover, we fall in the case where the condition $x_{j}==x_{i}$ in line 10 is true; for this reason, Algorithm 3 replaces $x_{2}$ with $\bar{x}_{2}$ rather than $\underline{x}_{2}$. Summing up all the steps, the algorithm computes the upper bound of $\dot{x}_{2}$ with the equation $\dot{\bar{x}}_{2}=k_{3} \bar{x}_{1}-k_{1} \bar{x}_{2}$. The lower bound is computed similarly and, for this reason, is omitted.

Overall, the differential hull for the system reads:

$$
\begin{array}{lll}
\underline{x}_{1}=-k_{3} \underline{x}_{1} & \dot{\underline{x}}_{2}=k_{1} \underline{x}_{1}-k_{3} \underline{x}_{2} & \dot{\underline{x}}_{3}=k_{1} \underline{x}_{1}-k_{3} \underline{x}_{3} \\
\dot{\bar{x}}_{1}=-k_{1} \bar{x}_{1} & \dot{\bar{x}}_{2}=k_{3} \bar{x}_{1}-k_{1} \bar{x}_{2} & \dot{\bar{x}}_{3}=k_{3} \bar{x}_{1}-k_{1} \bar{x}_{3}
\end{array}
$$

In Figure 4 (left), we plot both the dynamics of the differential hull and the original system when all initial conditions are equal to 1 . Every trajectory $x_{i}$ falls in a band bounded by the two equations $\underline{x}_{i}$ and $\bar{x}_{i}$. Importantly, we notice that, due to the choice of initial conditions, the solutions for $\underline{x}_{2}$ and $\underline{x}_{3}$ coincide, and so do the solutions for $\bar{x}_{2}$ and $\bar{x}_{3}$. This is due to the fact that the partition of variables $\left\{\left\{\underline{x}_{1}\right\},\left\{\bar{x}_{1}\right\},\left\{\underline{x}_{2}, \underline{x}_{3}\right\},\left\{\bar{x}_{2}, \bar{x}_{3}\right\}\right\}$ satisfies the BDE criterion in Eq. 2.5. This gives the following BDE-reduced differential hull where variables $\underline{x}_{2}$ and $\bar{x}_{2}$ are taken as the representatives of their respective blocks.

$$
\underline{\dot{x}}_{1}=-k_{3} \underline{x}_{1}, \quad \dot{\bar{x}}_{1}=-k_{1} \bar{x}_{1}, \quad \underline{\dot{x}}_{2}=k_{1} \underline{x}_{1}-k_{3} \underline{x}_{2}, \quad \dot{\bar{x}}_{2}=k_{3} \bar{x}_{1}-k_{1} \bar{x}_{2} .
$$

It is important to notice that the bounds computed over approximate not only the dynamics for the parameters under study. Indeed, any set of parameters giving rise to the same differential hull will be overapproximated by the hull. Specifically, the following can be shown.

Theorem 12. Let $O$ be an $O D E$ system over variables $x_{1}, \ldots, x_{n}$ and let $P$ be the partition as computed by Algorithm 2 and Algorithm 3. Assume that all blocks of $P$ have common signs (i.e., for any $B \in P$ and $\left(\cdot, \cdot, p_{1}\right),\left(\cdot, \cdot, p_{2}\right) \in B$, it holds that $\left.p_{1} \cdot p_{2} \geq 0\right)$. Then, an ODE system $O^{\prime}$ over $x_{1}, \ldots, x_{n}$ gives rise to the same differential hull as $O$ when


Figure 4: (left) Over-approximation by means of differential hulls for the running example. (right) CORA over-approximation of the running example.

- $O^{\prime}$ has no more monomials than $O$, that is, if $(j, \beta, \cdot) \notin B$ for each $B \in P$, then $c\left(q_{j}^{\prime}, x^{\beta}\right)=0$ and;
- the parameters of $O^{\prime}$ yield the same minima and maxima over partition $P$, i.e., for all $(j, \beta, \cdot) \in B$ and all $B \in P$ we have that

$$
\min \left\{c\left(q_{i}, x^{\alpha}\right) \mid(i, \alpha, \cdot) \in B\right\} \leq c\left(q_{j}^{\prime}, x^{\beta}\right) \leq \max \left\{c\left(q_{i}, x^{\alpha}\right) \mid(i, \alpha, \cdot) \in B\right\}
$$

where $c\left(q_{j}^{\prime}, x^{\beta}\right)$ denotes the coefficient of monomial $x^{\beta}$ in $q_{j}^{\prime}$ of $O^{\prime}$.
Remark 3. The assumption on $P$ having blocks with common signs can always be enforced by means of a prepartitioning. This being said, we wish to point out that all models considered in the evaluation section did not require a prepartitioning, i.e., Theorem 12 could be applied directly.

The foregoing result ties differential hulls to reachability analysis, where an amount of perturbation is considered among the grouped parameters. This justifies the comparison against CORA in the next section. For completeness, we next show the application of CORA to our running example.

CORA requires choosing how to represent the reachability set and the amount of perturbation in the parameters. In this case, we decided to represent the sets with the zonotopes. We set up the parameters to their average values, that is 1.1, allowing an amount of perturbation equal to
0.1. In this way, we consider the following range of uncertainty [1.0;1.2], which represents the set of all the possible parameters considered by the differential hull. In Figure 4 (right) we show the bounds computed by CORA. It can be noted that the two techniques provide almost identical bounds. We will see in the next section that CORA tends to give better bounds compared to our approach while requiring significantly more time and space.

### 4.2 Experiments

In this section, we consider a number of case studies. The CORA implementation was carried out in Matlab, while the BDE reductions of Algorithm 2 were performed by invoking ERODE [37]. Since our approach exploits the exact reduction BDE , we consider here some models already considered in the previous chapter, where the reduction was carried out with the $\varepsilon$-BDE technique. All parameter values and the initial conditions are provided in the Appendix B.

### 4.2.1 SIR Model

The SIR model describes the spread of an infection in a population composed of three main actors: infected (I), susceptible (S), and recovered individuals ( R ) [84]. The infected individuals are the ones that could infect the susceptibles; the recovered obtained permanent immunization from infection because they already got the disease. The model has two types of parameters: $\beta$, the infection rate, and $\gamma$, the recovery rate. In this context, we consider the following multiclass SIR model of individuals with class-specific infection and recovery rates:

$$
\dot{S}_{i}=\sum_{j=1}^{N}-S_{i} \beta_{i, j} I_{j}, \quad \dot{I}_{i}=-\gamma_{i} I_{i}+\sum_{j=1}^{N} S_{i} \beta_{i, j} I_{j}, \quad \dot{R}_{i}=\gamma_{i} I_{i} .
$$

where the parameters $\beta_{i, j}$ represent cross-class infection rates. For consistency across all number of classes, the parameters were chosen using

| Number of classes | 2 | 4 | 6 | 8 |
| :---: | :---: | :---: | :---: | :---: |
| CORA runtime | 12.98 s | 43.43 s | 162.96 s | Out of memory |

Table 8: CORA running times for the SIR model.
the same level of heterogeneity, as follows:

$$
\theta_{\mathrm{SIR}}=\left|\max _{i, j} \beta_{i, j}-\min _{i, j} \beta_{i, j}\right|+\left|\max _{i} \gamma_{i}-\min _{i} \gamma_{i}\right|=0.2
$$

We computed the differential hull running our algorithm with the tolerance $\varepsilon$ equal to $\theta_{\text {SIR }}$, and then we reduced it with BDE . The reduced differential hull is a SIR model where all the lower and the upper bounds for each class collapse into one so that the partition achieved by BDE is:

$$
P=\left\{\left\{\underline{S}_{1}, \ldots, \underline{S}_{N}\right\},\left\{\bar{S}_{1}, \ldots, \bar{S}_{N}\right\},\left\{\underline{I}_{1}, \ldots, \underline{I}_{N}\right\},\left\{\bar{I}_{1}, \ldots, \bar{I}_{N}\right\},\left\{\underline{R}_{1}, \ldots, \underline{R}_{N}\right\},\left\{\bar{R}_{1}, \ldots, \bar{R}_{N}\right\}\right\}
$$

In Figure 5, we show the comparison between CORA and differential hulls for the SIR model with two different classes; the bounds computed considering a higher number of classes are similar. CORA has tighter bounds, but it is more time-consuming. Indeed, Table 8, which lists the CORA runtimes, shows a fast increase with respect to the number of classes, issuing out-of-memory errors for 8 . Our algorithm instead required less than 1 s in all cases. This is an expected result because, as stated in Theorem 11, the cost of the algorithm is polynomial and is based on the substitution of parameters and variables.

### 4.2.2 Polymerization

Polymerization is the chemical process already studied in Chapter 3. We recall the reaction network of the polymerization process as follows.

$$
\begin{array}{cc}
\mathrm{A}_{i}+\mathrm{H} \xrightarrow{\alpha_{i}} \mathrm{~A}_{i}+\mathrm{H}_{2} & (i, 1) \\
\mathrm{A}_{i}+\mathrm{H}_{2} \xrightarrow{\overline{\alpha_{i}}} \mathrm{~A}_{i}+\mathrm{H} & (i, \overline{1}) \\
\mathrm{A}_{i}^{\sim}+\mathrm{C}_{2} \mathrm{H}_{2} \xrightarrow{\beta i} \mathrm{~A}_{i} \mathrm{CHCH}^{\sim} & (i, 2)  \tag{4.2}\\
\mathrm{A}_{i} \mathrm{CHCH}^{\sim} \xrightarrow{\overline{\beta i}} \mathrm{~A}_{i}+\mathrm{C}_{2} \mathrm{H}_{2} & (i, \overline{2}) \\
\mathrm{A}_{i} \mathrm{CHCH}^{\sim}+\mathrm{C}_{2} \mathrm{H}_{2} \xrightarrow{\gamma_{i}} \mathrm{~A}_{i+1}+\mathrm{H} & (i, 3)
\end{array} \cdots \quad(i+1,1)
$$



Figure 5: Bounds of the infected individuals computed by our algorithm against CORA.

| $N$ | 4 | 8 | 12 | 16 |
| :---: | :---: | :---: | :---: | :---: |
| CORA runtime | 69.73 s | 232.90 s | 671.10 s | Out of memory |

Table 9: CORA running times of the polymerization model. Similarly to the SIR model, the running times of differential hulls were within one second.

Also, in this case, since the reaction network is infinite, we restrict our analysis to a truncated version of this model, where we consider the dynamics of polymers up to length $N$ (i.e., with $i \in\{1, \ldots, N\}$ ). To do this, we redirect the flux to $A_{i+1}$, when $i+1>N$ to $A_{1}$ in order to mimic the fact that polymers longer than $N$ are unstable. Similarly to the SIR model, we define the following level of heterogeneity:

$$
\theta_{\text {Poly }}=\left|\max _{i} \alpha_{i}-\min _{i} \alpha_{i}\right|+\left|\max _{i} \beta_{i}-\min _{i} \beta_{i}\right|+\left|\max _{i} \gamma_{i}-\min _{i} \gamma_{i}\right|
$$

The difference between the maximum and the minimum is zero for the omitted parameters. This keeps a level of heterogeneity equal to 0.2 for


Figure 6: Bounds of the molecule $H_{2}$ computed by Algorithm 2 against CORA.
each model. For simplicity, only a part of the parameters was subject to perturbation. We ran Algorithm 2 with $\varepsilon=0.2$, obtaining the reduced differential hull through BDE. The variables are lumped according to the following partition:

$$
\begin{aligned}
P= & \left\{\left\{\underline{A}_{1}, \ldots, \underline{A}_{N}\right\},\left\{\bar{A}_{1}, \ldots, \bar{A}_{N}\right\},\left\{\underline{A}_{1}, \ldots, \underline{A}_{N}\right\},\left\{\bar{A}_{1} \tilde{\sim}, \ldots, \bar{A}_{N}\right\},\right. \\
& \{\underline{H}\},\{\bar{H}\},\left\{\underline{H}_{2}\right\},\left\{\bar{H}_{2}\right\},\left\{\underline{C}_{2} \underline{H}_{2}\right\},\left\{\bar{C}_{2} \bar{H}_{2}\right\} \\
& \left.\left\{\underline{A}_{1} \underline{C H C H}, \ldots, \underline{A}_{N} \underline{C H C H}\right\},\left\{\bar{A}_{1} \overline{C H C H}, \ldots, \bar{A}_{N} \overline{C H C H}\right\}\right\}
\end{aligned}
$$

It can be noted the lower and upper bounds of each molecule family were lumped together. Figure 6 shows the over-approximations of $H_{2}$ obtained by CORA and differential hulls. Also in this case study, the plot shows the results only for $N=2$, but the results are similar also for bigger models. As shown in Table 9, CORA provides tighter overapproximations but becomes computationally challenging as the number of molecules grows.

| $N$ | 2 | 4 | 6 |
| :---: | :---: | :---: | :---: |
| CORA runtime | 12.51 s | 376.77 s | Out of memory |

Table 10: CORA running times of the protein interaction network.

### 4.2.3 Protein interaction network

We next consider the protein interaction network presented in Chapter 3. Again, we report the reaction network of this model as follows in order to facilitate the exposition of the experimental analysis.

$$
\begin{aligned}
A+B \xrightarrow{k_{b_{1}}} A_{10} & A_{10} \xrightarrow{k_{u_{1}}} A+B \\
A+B \xrightarrow{k_{b_{2}}} A_{01} & A_{01} \xrightarrow{k_{u_{2}}} A+B \\
A_{01}+B \xrightarrow{k_{b_{1}}} A_{11} & A_{11} \xrightarrow{k_{u_{1}}} B+A_{01} \\
A_{10}+B \xrightarrow{k_{b_{2}}} A_{11} & A_{11} \xrightarrow{k_{u_{2}}} B+A_{10}
\end{aligned}
$$

We applied our algorithm with a tolerance equal to 0.2 and computed the reduced differential hull. The reduction computed by BDE was

$$
P=\left\{\{\underline{A}\},\{\bar{A}\},\{\underline{B}\},\{\bar{B}\},\left\{\underline{A}_{01}, \underline{A}_{10}\right\},\left\{\bar{A}_{01}, \bar{A}_{10}\right\},\left\{\underline{A}_{11}\right\},\left\{\bar{A}_{11}\right\}\right\}
$$

It can be noted that all molecules with the same amount of occupied binding sites were lumped together. This yields an exponential reduction because the size of the original model increases exponentially in $N$ (i.e., $2^{N}+1$ ), while that of the reduced one polynomially (i.e., $N+2$ ). We report in Figure 7 the bounds computed with our technique and CORA; instead, Table 10 reports the computation times of CORA.

### 4.2.4 Electrical Network

We consider as a further case study the Electrical network presented in Chapter 3. We report here the affine ODE system where $v_{i, k}$ denotes the voltage at $C_{i, k}$

$$
\dot{v}_{1,1}=\frac{v_{S}-v_{1,1}}{R_{1,1} C_{1,1}}-\frac{v_{1,1}-v_{2,1}}{R_{2,1} C_{1,1}}-\frac{v_{1,1}-v_{2,2}}{R_{2,2} C_{1,1}}, \quad \dot{v}_{i, k}=\frac{v_{i-1, l}-v_{i, k}}{R_{i, k} C_{i, k}}
$$



Figure 7: Bounds of the molecule $A_{11}$.

| $N$ | 2 | 4 | 6 |
| :---: | :---: | :---: | :---: |
| CORA runtime | 53.99 s | 231.56 s | Out of memory |

Table 11: CORA running times of the H -tree circuit model.
where $1 \leq i \leq N, k=1, \ldots, 2^{i-1}$, and $l=\lceil k / 2\rceil$, with $\lceil\cdot\rceil$ denoting the ceil function. As a baseline, we considered a network with depth $N=2$. For the sake of simplicity, we define the associated ODE system with the following set of parameters $\mathcal{P}=\left\{b_{2}=1 /\left(R_{2,1} C_{1,1}\right), b_{3}=\right.$ $\left.1 /\left(R_{2,2} C_{1,1}\right), a_{1,1}=1 /\left(R_{1,1} C_{1,1}\right), a_{2,1}=1 /\left(R_{2,1} C_{2,1}\right), a_{2,2}=1 /\left(R_{2,2} C_{2,2}\right)\right\}$. We defined the following level of heterogeneity by

$$
\theta_{\text {Htree }}=\left|b_{2}-b_{3}\right|+\left|a_{2,1}-a_{2,2}\right| .
$$

Similarly to the foregoing case studies, the differential hull was computed through Algorithm 2 and reduced afterward via the BDE technique. The following variables were lumped:

$$
\left\{\left\{\underline{v}_{1,1}\right\},\left\{\bar{v}_{1,1}\right\},\left\{\underline{v}_{2,1}, \underline{v}_{2,2}\right\},\left\{\bar{v}_{2,1}, \bar{v}_{2,2}\right\}\right\}
$$



Figure 8: Bounds of the voltages in the second level of the H-tree.

As expected, the voltages of the same level are lumped together. The bounds for the voltages at the second level in case of a heterogeneity equal to 0.2 can be found in Figure 8. We considered larger models by increasing the height $N$ of the H-Tree. Table 11 reports the computational times required to calculate the respective over-approximations.

### 4.2.5 Conversion of light alkanes over H-ZSM-5

Catalytic conversions of light alkanes into industrial chemicals, such as olefins, aromatics, oxygenates, and organic nitrides, are promising candidates for traditional petroleum-based or coal-based producing routes. We consider the conversion of n -alkanes over $\mathrm{H}-\mathrm{ZSM} 5$, which is commonly used in converting methanol to gasoline and diesel. In [111], the authors considered three n-alkanes: the n-Butane, the n-Pentane, and the n-Hexane. They investigated the three different conversions, reporting the entire reaction networks for each n-alkanes.

We applied our framework to the n-Hexane conversion of H-ZSM5 for the original parameters from [111]. The heterogeneity parameter was set


Figure 9: Two largest over-approximations in the n-Hexane model (these of $C_{3}^{2}$ and $C_{2}^{2}$, respectively). CORA provided tighter bounds but required around 10 seconds, while the proposed technique was less than one second.
to $\varepsilon=15$, while the reactions were

$$
\begin{array}{ll}
C_{6} H_{14} \xrightarrow{k_{1}} C_{1}+C_{5}^{2-} & C_{6} H_{14} \xrightarrow{k_{2}} C_{2}+C_{4}^{2-} \\
C_{6} H_{14} \xrightarrow{k_{3}} C_{3}+C_{3-}^{2-} & C_{6} H_{14} \xrightarrow{k_{4}} C_{4}+C_{2}^{2-} \\
C_{6} H_{14} \xrightarrow{k_{5}} H_{2}+C_{6}^{2-} & C_{6}^{2-} \xrightarrow{k_{6}} C_{3}^{2-}+C_{3}^{2-} \\
C_{5}^{2-} \xrightarrow{k_{7}} C_{2}^{2-}+C_{3}^{2-} &
\end{array}
$$

Likewise, the BDE algorithm was used to reduce the differential hull, giving rise to the following partition of the variables:

$$
\begin{aligned}
& \left\{\left\{\underline{C}_{6} \underline{H}_{14}\right\},\left\{\bar{C}_{6} \bar{H}_{14}\right\},\left\{\underline{C}_{1}, \underline{C}_{4}\right\},\left\{\bar{C}_{1} \bar{C}_{4}\right\},\left\{\underline{C}_{5}^{2}\right\},\left\{\bar{C}_{5}^{2}\right\},\left\{\underline{C}_{2}, \underline{C}_{4}^{2}\right\}\right. \\
& \left.\left\{\bar{C}_{2}, \bar{C}_{4}^{2}\right\},\left\{\underline{C}_{3}, \underline{H}_{2}\right\},\left\{\bar{C}_{3}, \bar{H}_{2}\right\},\left\{\underline{C}_{3}^{2}\right\},\left\{\bar{C}_{3}^{2}\right\},\left\{\underline{C}_{2}^{2}\right\},\left\{\bar{C}_{2}^{2}\right\},\left\{\underline{C}_{6}^{2}\right\},\left\{\bar{C}_{6}^{2}\right\}\right\}
\end{aligned}
$$

We compare our approach against CORA. In Figure 9, we show the bounds computed for the molecules with the largest differential hull bounds, $C_{3}^{2}$ and $C_{2}^{2}$. The CORA bounds are tighter, as expected. At the same
time, CORA's running time is around 10 seconds, while our approach remains under 1 second. Unlike the other case studies, the computational advantage of differential hulls cannot be exploited on larger model instances.

## Chapter 5

## Iterative $\varepsilon$-BDE for Approximate Regular Equivalences

Node equivalences play a vital role in simplifying complex network structures while preserving essential structural and functional properties [134, 57]. These notions involve identifying groups of nodes that can be treated as equivalent or indistinguishable in terms of their behavior or impact on the network dynamics. Node equivalences can be defined for both binary and weighted networks. Among many different notions, we consider the so-called regular equivalences [160]. Formally, two nodes are regularly equivalent if they are equally related to equivalent others. That is, regular equivalence sets are composed of nodes that have similar relations to members of other regular equivalence sets.

The regular equivalence definition, especially for weighted networks, could be too strict to discover useful relations in practice, for example, under the presence of noisy data (e.g., [130]). This has motivated the development of approximate relations that relax the assumptions on when two nodes can be deemed equivalent. Based on the fact that they can be related to the notion of bisimulation [101], we established a connection with $\varepsilon$-BDE. In the first instance, this can be done considering a net-
work denoted by an adjacency matrix $A$ as a linear system of differential equations $\dot{x}=A x$. Unfortunately, $\varepsilon$-BDE cannot be directly reused for two reasons. The first is of a mathematical nature and concerns the fact that regular equivalence is related to backward equivalence on both the network $A$ and its transpose $A^{T}$. The second reason is that the algorithm constructs equivalence classes through a transitive closure of nodes that are pairwise $\varepsilon$-similar, which may lead to aggressive aggregation in the output (cf. Example 13). A similar phenomenon occurs in indirect methods, especially with binary networks. They could fail the analysis by identifying all nodes as approximately regularly equivalent [23].

To address these challenges, we propose an iterative approach wherein the $\varepsilon$ - BDE algorithm is executed iteratively on both $A$ and $A^{T}$, with each iteration considering progressively larger values of $\varepsilon$ to prevent excessive aggregation. Additionally, the algorithm allows users to specify the initial partition to be refined, offering flexibility to encode specific requirements or prior knowledge. In general, the largest equivalence (i.e., the coarsest partition) is computed by initializing the algorithm with a singleton partition where all nodes are in the same block. However, users may choose an arbitrary initial partition to suit their needs, such as isolating a node or prepartitioning nodes based on predefined roles.

We exploit this feature by providing an initial candidate partition for the relevant class of Barabasi-Albert (BA) networks, which are well-known for fitting real-world datasets appropriately. Intuitively, such networks are particularly challenging for our algorithm because their power-law distributed degrees may lead to relatively low values of $\varepsilon$ to collapse many low-degree nodes, with the risk of losing much information in the resulting equivalence. The initial BA partition avoids aggressive reduction and fits our framework because we show it is, on average, an $\varepsilon$-BDE partition for sufficiently large BA networks.

We conduct an experimental evaluation of our algorithm on binary and weighted networks from the literature. Our approach provides more accurate partitions than both direct and indirect methods using the same level of granularity (number of clusters), as indicated by statistics on the centralities of approximately regular equivalents. Furthermore, our ap-
proach demonstrates efficiency and scalability, particularly outperforming direct and indirect methods on larger networks. Additionally, the proposed asymptotic BA partition offers a solution to potential issues of excessive clustering. It also serves as a suitable pre-partition for indirect methods, such as those outlined in [23], which are designed to identify all nodes within the same block.

### 5.1 Regular Equivalence

We define a network with $n$ nodes by its adjacency matrix $A=\left(a_{i, j}\right) \in$ $\mathbb{R}^{n x n}$ where each component $a_{i j}$ denotes the weight of the link from node $i$ to node $j$; as usual, we call a network binary if $a_{i, j} \in\{0,1\}$ and undirected if $A$ is symmetric. We indicate with $L$ the number of distinct weights in a weighted network. Nodes are labeled $1,2, \ldots, n$. Intuitively, regular equivalence relates nodes equivalent whenever these have identical links to and from regularly equivalent nodes [160]. For the purposes of this thesis, it is convenient to express it via the classic notion of bisimulation [101], as recalled next.

Definition 11. For an adjacency matrix $A \in\{0,1\}^{n \times n}$, we write $i \rightarrow j$ whenever $a_{i, j}=1$.

- A equivalence relation $\mathcal{R}$ is a bisimulation of $A$ if for any $(i, j) \in \mathcal{R}$ and link $i \rightarrow i^{\prime}$, there exists a link $j \rightarrow j^{\prime}$ such that $\left(i^{\prime}, j^{\prime}\right) \in \mathcal{R}$
- A relation $\mathcal{R}$ is a regular equivalence of $A$ whenever $\mathcal{R}$ is a bisimulation of $A$ and $A^{T}$.
- We set $\mathcal{H}_{\mathcal{R}}=\{1, \ldots, n\} / \mathcal{R}$ for any equivalence relation $\mathcal{R}$.

The definition naturally extends to weighted networks by, essentially, treating every distinct weight as a categorical label and requiring regular equivalences on all such labels (e.g., [162]).

Definition 12. Let $A \in \mathcal{R}^{n \times n}$ be a weighted adjacency matrix with $L$ distinct weights such that $A=\sum_{l=1}^{L} w_{l} A^{l}$, where $w^{l} \in \mathcal{R}$ and $A^{l} \in\{0,1\}^{n \times n}$. Then, $\mathcal{R}$ is a regular equivalence of $A$ if $\mathcal{R}$ is a regular equivalence of $A^{1}, \ldots, A^{L}$.

Regular equivalence allows the same link of a node to match more than one link of a regularly equivalent one.

We want to establish a connection between regular equivalences on networks and the BDE reduction on ODE systems. To do this, given a matrix $A \in \mathcal{R}^{n \times n}$ one considers an associated linear system of ordinary differential equations (ODEs) in the form $\dot{x}=A x$, where $\dot{x}$ denotes the time derivative of the solution $x$. Here, we state the BDE definition tailored for a linear dynamical system associated with a network denoted by an adjacency matrix $A$.

Definition 13. For an adjacency matrix $A \in \mathcal{R}^{n \times n}$, an equivalence relation $\mathcal{R}$ is called backward equivalence ( $B D E$ ) when

$$
\sum_{H^{\prime} \in \mathcal{H}_{\mathcal{R}}}\left|\sum_{k \in H^{\prime}} a_{k, i}-\sum_{k \in H^{\prime}} a_{k, j}\right|=0
$$

for all $H, H^{\prime} \in \mathcal{H}_{\mathcal{R}}$ and $i, j \in H$.
Let us observe that BDE matches cumulative in-degrees towards equivalence classes (hence the term backward). A BDE relation for the transpose adjacency matrix $A^{T}$ corresponds to a forward equivalence that matches out-degrees [14, 154, 13, 31]. Differently from regular equivalences, the BDE technique is based on the concept of bisimulation for dynamical systems that, informally, relate nodes that have the same cumulative degree with respect to blocks of nodes in the same equivalence class.

### 5.1.1 $\varepsilon$-BDE

We start with a simple yet crucial statement that relates regular equivalence with BDE.

Theorem 13. Given $A=\sum_{l=1}^{L} w^{l} A^{l}$ with $A^{l} \in\{0,1\}^{n \times n}$, assume that $\mathcal{R}$ is a $B D E$ of $A^{l}$ and $\left(A^{l}\right)^{T}$, for all $1 \leq l \leq L$. Then, $\mathcal{R}$ is a regular equivalence of $A$ and each $A^{1}, \ldots, A^{L}$.

The above statement provides us with a sufficient condition for regular equivalence. Unfortunately, its assumption cannot be relaxed to $\mathcal{R}$ being
the BDE of $A$ and $A^{T}$ only. Indeed, partition $\{\{1,2,3\},\{4,5,6\}\}$ of the network depicted in Figure 10 can be shown to be a BDE of $A$ and $A^{T}$, where $A=A^{1}+\ldots+A^{4}$. At the same time, however, it is not a regular equivalence of $A$ because it is not a regular equivalence of $A^{1}$. Indeed, nodes 1 and 3 have black links, while node 2 has no black links. It can also be noted that, in contrast to regular equivalence, BDE requires the rather strict assumption regarding equal degrees of related nodes.


Figure 10: Example of a network where BDE of $A$ and $A^{T}$ does not imply regular equivalence

For this reason, we decided to consider $\varepsilon$ - BDE , whereby the equality between the degrees of related nodes in Definition 14 are relaxed by inequalities up to a given tolerance $\varepsilon$. Since approximately related nodes will not have equal in- and out-degrees in general, $\varepsilon$-BDE becomes an alternative method to compute an approximate regular equivalence.

In the following, we recast the notion of $\varepsilon$-BDE to the linear case related to an adjacency matrix.

Definition $14(\varepsilon-\mathrm{BDE})$. For an $A \in \mathcal{R}^{n \times n}$ and a partition $\mathcal{H}$, we write $i \sim_{A, \mathcal{H}, \varepsilon} j$ whenever there exists an $H \in \mathcal{H}$ with $i, j \in H$ such

$$
\sum_{H^{\prime} \in \mathcal{H}}\left|\sum_{k \in H^{\prime}} a_{k, i}-\sum_{k \in H^{\prime}} a_{k, j}\right| \leq \varepsilon .
$$

A partition $\mathcal{H}$ is called $\varepsilon-B D E$ if $\mathcal{H}=\{1, \ldots, n\} / \sim_{A, \mathcal{H}, \varepsilon}^{*}$. Here, the asterisk denotes the equivalence closure of a relation.

The relaxed definition enables the identification of regular equivalences that elude detection by the exact BDE method. To illustrate this capability, consider the example depicted in Figure 11. Here, we consider all the
edges with the same unitary weight, and for this reason, they are omitted. The target regular equivalence is $\{\{1\},\{2,3\},\{4,5,6,7,8\}\}$. In this context, the exact BDE method fails to recognize this partition because node 2 has two connections to the group $\{4,5,6,7,8\}$, while node 3 has three connections. In contrast, the $\varepsilon$-BDE approach successfully identifies the regular equivalence by setting $\varepsilon$ to 1 .


Figure 11: Example of a network where BDE fails while $\varepsilon$ - BDE find the regular equivalence $\{\{1\},\{2,3\},\{4,5,6,7,8\}\}$ imposing $\varepsilon$ equal to 1 .

### 5.2 Iterative $\varepsilon$-BDE

As discussed in Chapter 3, an attractive feature of BDE, both in its exact and approximate variant, is that it can be computed by partition refinement [40, 39], where a given candidate initial partition of nodes is iteratively refined until the BDE criteria are satisfied. In $\varepsilon$ - BDE , we obtain equivalence relations by closing under transitivity pairs of variables satisfying Definition 14. This transitive closure could lead to inconvenient associations. Indeed, if both pairs of nodes $i, j$ and $j, k$ are $\varepsilon$ - BDE equivalent, their pairwise difference is less than $\varepsilon$; however, this does not mean that the difference between $i$ and $k$ is less than $\varepsilon$. To show this, let us consider the following example.

Example 13. Pick $\varepsilon=0.3$ and consider the adjacency matrix

$$
A=\left(\begin{array}{llll}
0.4 & 0.1 & 0.5 & 0.7 \\
0.1 & 0.5 & 0.6 & 0.7 \\
0.5 & 0.6 & 0.3 & 0.8 \\
0.7 & 0.7 & 0.8 & 0.3
\end{array}\right)
$$

Then, $3 \sim_{A, \mathcal{H}, \varepsilon} 4$ for $\mathcal{H}=\{\{1,2,3,4\}\}$ because

$$
|0.5+0.6+0.3+0.8-(0.7+0.7+0.8+0.3)|=0.3
$$

Instead, $1 \not \nsim A, \mathcal{H}, \varepsilon 3$ for $\mathcal{H}=\{\{1,2,3,4\}\}$ since

$$
|0.4+0.1+0.5+0.7-(0.5+0.6+0.3+0.8)|=0.5
$$

At the same time, $1 \sim_{A, \mathcal{H}, \varepsilon}^{*} 3$ because $1 \sim_{A, \mathcal{H}, \varepsilon} 2$ and $2 \sim_{A, \mathcal{H}, \varepsilon} 3$. In particular, we infer that $\{1, \ldots, 4\} / \sim_{A, \mathcal{H}, \varepsilon}^{*}=\mathcal{H}$, showcasing that $\varepsilon-B D E$ can aggregate too much.

To cope with this problem, we propose an iterative scheme where nodes are related by invoking the $\varepsilon$ - BDE algorithm with increasingly larger values of $\varepsilon$, using an appropriate choice of initial partitions at each iteration. We call this approach iterative $\varepsilon-B D E$ ( $\mathrm{I} \varepsilon-\mathrm{BDE}$ ).

Let us discuss its pseudocode shown in Algorithm 4. It requires an adjacency matrix $A$, an initial partition $\mathcal{H}_{\text {in }}$ to keep track of the blocks discovered in the previous iterations, an initial tolerance $\varepsilon_{0}$, a step size $\delta$, and a maximum tolerance $\Delta$. At every iteration, the $\varepsilon$ - BDE algorithm is invoked with the current tolerance, starting from $\varepsilon_{0}$. The algorithm refines the current partition with respect to $A$ and $A^{T}$ (lines 6-7) until no refinement is possible. The result is a partition satisfying Definition 14 on $A$ and $A^{T}$ according to the current $\varepsilon$. Afterward, the algorithm joins all trivial blocks of size one present in $\mathcal{H}_{\varepsilon^{\prime}}$ (line 9). The intuition is to attempt node aggregation for smaller values of $\varepsilon$ first. If that fails, i.e., nodes are eventually outputted as singleton blocks, the merging of such nodes is used to attempt aggregation for the larger $\varepsilon$ values in the next iterations. The so-obtained partition $\mathcal{H}_{\varepsilon}$ is then used to refine the original input partition $\mathcal{H}_{\text {in }}$. Specifically, line 10 computes the coarsest partition that refines both $\mathcal{H}_{\varepsilon^{\prime}}$ and $\mathcal{H}_{\text {in }}$, That is a partition with a minimal number of blocks such that each of its blocks is a subset of a block in $\mathcal{H}_{\varepsilon^{\prime}}$ and a block in $\mathcal{H}_{\text {in }}$. Thereafter, line 11 and 12 update and increase, respectively, $\mathcal{H}_{\varepsilon^{\prime}}$ and $\varepsilon$. The algorithm then iterates until the user-defined maximum tolerance $\Delta$ is reached.

Complexity. The repeat until loop of Algorithm 4 requires at most $\mathcal{O}\left(n^{5}\right)$ steps. Additionally, the total number of steps performed by Algo-
rithm 4 is at most $\mathcal{O}\left(\lceil\Delta / \delta\rceil n^{5}\right)$. We begin by noting that the while loop performs $\lceil\Delta / \delta\rceil$ iterations. Instead, each repeat until loop has at most $n$ iterations because any partition may have at most $n$ refinements. It thus suffices to show that Algorithm 5, inspired by the (non-approximative) forward equivalence algorithm [154], runs in at most $\mathcal{O}\left(n^{4}\right)$. To see this, we first note that lines 5 - 11 of Algorithm 5 can be computed in $\mathcal{O}\left(n^{2}\right)$. Then, Algorithm 5 computes in lines 13-19 the equivalence relation $\sim_{\mathcal{H}, A, \varepsilon}$, where $D_{i}$ is the list of nodes that are $\varepsilon$-BDE equivalent to node $i$. This portion of the code can be computed in $\mathcal{O}\left(n^{3}\right)$. This complexity arises due to the necessity of verifying the $\varepsilon$ - $\operatorname{BDE}$ condition for every pair $(i, j)$, requiring $\mathcal{O}\left(n^{2}\right)$ comparisons. The verification is performed in line 15 of Algorithm 5, involving the evaluation of differences. The cost of computing these differences is proportional to the number of blocks that, in the worst case, is $\mathcal{O}(n)$. In line 20 Algorithm 5 computes the blocks of the partition $\mathcal{H}_{\varepsilon}$ induced by the transitive closure $\sim_{\mathcal{H}, A, \varepsilon}^{*}$. To do this, we consider the undirected graph induced by $D_{i}$, where node $i$ is connected to node $j$ if and only if $i$ and $j$ are $\varepsilon$-BDE equivalent. The blocks of the partition $\mathcal{H}_{\varepsilon}$ correspond to the strongly connected components of the graph and thus can be computed in $\mathcal{O}(n+m)$, where $m$ is the number of edges. In the worst case, this implies that $\sim_{\mathcal{H}, A, \varepsilon}^{*}$ can be computed in $\mathcal{O}\left(n^{2}\right)$. Finally, the main loop is repeated until no more refinement is possible. Since the partition is composed of $n$ nodes, the number of possible refinements is bounded by $n$. To summarize, the overall computational complexity of Algorithm 5 is characterized by at most $n$ iterations, thus giving rise to $\mathcal{O}\left(n n^{3}\right)=\mathcal{O}\left(n^{4}\right)$.

Remark 4. In all experiments from Section 5.3, the repeat-until loop of Algorithm 4 executed at most twice.

Example 14. We next present Algorithm 4 on Example 13 with $\varepsilon_{0}=0$, $\Delta=0.3, \delta=0.1$ and $\mathcal{H}_{\text {in }}=\{\{1,2,3,4\}\}$. For $\varepsilon=0$, the repeat loop returns $\mathcal{H}_{\varepsilon^{\prime}}=\{\{1\},\{2\},\{3\},\{4\}\}$, making joinSingletons return $\mathcal{H}_{\text {in }}$ in line 9. The second iteration of the while loop with $\varepsilon=0.1$ is therefore computed for the original $\mathcal{H}_{i n}$. A similar statement can be made about $\varepsilon=0.1$, meaning that the algorithm initiates its third while loop iteration with $\varepsilon=0.2$ and the original $\mathcal{H}_{i n}$. This time, nodes 1 and 2 are aggregated

Algorithm 4 Iterative $\varepsilon$-BDE.
Require: Adjacency matrix $A$, initial partition of nodes $\mathcal{H}_{\text {in }}$, an initial tolerance $\varepsilon_{0}$, step size $\delta \geq 0$, maximum tolerance $\Delta \geq 0$.
$\varepsilon \longleftarrow \varepsilon_{0}$
$\mathcal{H}_{\varepsilon^{\prime}} \longleftarrow \mathcal{H}_{\text {in }}$
while $\varepsilon \leq \Delta$ do
repeat
$\mathcal{H}_{\varepsilon} \longleftarrow \mathcal{H}_{\varepsilon^{\prime}}$ $\mathcal{H}_{\varepsilon} \longleftarrow\{1, \ldots, n\} / \sim_{A, \mathcal{H}_{\varepsilon}, \varepsilon}^{*}$ via Algorithm 5
$\mathcal{H}_{\varepsilon^{\prime}} \longleftarrow\{1, \ldots, n\} / \sim_{A^{T}, \mathcal{H}_{\varepsilon}, \varepsilon}^{*}$ via Algorithm 5 until $\mathcal{H}_{\varepsilon}=\mathcal{H}_{\varepsilon^{\prime}}$ $\mathcal{H}_{\varepsilon^{\prime}} \longleftarrow$ joinSingletons $\left(\mathcal{H}_{\varepsilon^{\prime}}\right)$ $\mathcal{H}_{i n} \longleftarrow \operatorname{coarsestRefinement}\left(\mathcal{H}_{i n}, \mathcal{H}_{\varepsilon^{\prime}}\right)$ $\mathcal{H}_{\varepsilon^{\prime}} \longleftarrow \mathcal{H}_{i n}$ $\varepsilon \longleftarrow \varepsilon+\delta$
end while
return $\mathcal{H}_{\varepsilon}$
during the repeat loop, giving rise to $\mathcal{H}_{\varepsilon^{\prime}}=\{\{1,2\},\{3\},\{4\}\}$. At this point, it is worth noting that block $\{1,2\}$ will not be split in any future iteration of the algorithm because the aggregation of nodes is monotonic in $\varepsilon$. The algorithm then executes joinSingletons in line 9 which yields $\mathcal{H}_{\varepsilon^{\prime}}=$ $\{\{1,2\},\{3,4\}\}$. Since $\mathcal{H}_{\varepsilon^{\prime}}$ is a refinement of $\mathcal{H}_{\text {in }}$, coarsestRefinement in line 10 does not change $\mathcal{H}_{\varepsilon^{\prime}}$. After setting $\mathcal{H}_{\text {in }}$ to $\mathcal{H}_{\varepsilon^{\prime}}$, the algorithm begins its final while loop with $\varepsilon=0.3$ and $\mathcal{H}_{\text {in }}=\{\{1,2\},\{3,4\}\}$. In it, the repeat loop aggregates nodes 3 and 4 and returns $\mathcal{H}_{\varepsilon}=\{\{1,2\},\{3,4\}\}$, the final result of the algorithm.

The above example showcases why Algorithm 4 helps avoid unnecessary aggregations. Indeed, as discussed in Example 13, 0.3-BDE returns one block, while Algorithm 4 returns two blocks as outlined in Example 14. This is because aggregations arising for smaller $\varepsilon$-values are separated from these, which require larger $\varepsilon$-values (since the latter arise from singleton blocks obtained for smaller $\varepsilon$-values). Intuitively, $\delta$ accounts for the granularity with which Algorithm 4 aggregates nodes. A large $\delta$ may result in over-aggressive aggregations, while a small value may lead to prohibitively small blocks. In the experimental section, we evaluate

```
Algorithm 5 Routine for computing \(\{1, \ldots, n\} / \sim_{\mathcal{H}, A, \varepsilon}^{*}\)
Require: Adjacency matrix \(A\), partition of nodes \(\mathcal{H}\), tolerance \(\varepsilon\)
    \(\mathcal{H}_{\varepsilon} \longleftarrow \mathcal{H}\)
    repeat
        \(\mathcal{H}^{\prime} \longleftarrow \mathcal{H}_{\varepsilon}\)
        \(w[i, H] \longleftarrow 0\) for all \(H \in \mathcal{H}^{\prime}, 1 \leq i \leq n\)
        for all \(H \in \mathcal{H}^{\prime}\) do
            for all \(i \in H\) do
            for all \(j\) with \(a_{i, j} \neq 0\) do
                \(w[j, H] \longleftarrow w[j, H]+a_{i, j}\)
            end for
        end for
        end for
        \(D_{i} \longleftarrow \emptyset\) for \(1 \leq i \leq n\)
        for all \(1 \leq i \leq n\) do
        for all \(1 \leq j \leq n\) do
            if \(\sum_{H \in \mathcal{H}^{\prime}}|w[i, H]-w[j, H]| \leq \varepsilon\) then
                insert \(j\) in \(D_{i}\)
            end if
        end for
        end for
        \(\mathcal{H}_{\varepsilon} \longleftarrow\) refine \(\mathcal{H}^{\prime}\) using \(D\) to compute \(\sim_{\mathcal{H}, A, \varepsilon}^{*}\)
    until \(\mathcal{H}_{\varepsilon}=\mathcal{H}^{\prime}\)
    return \(\mathcal{H}^{\prime}\)
```

Algorithm 4 on a number of benchmark networks from different fields.

### 5.2.1 Asymptotics for BA networks

In this section, we introduce a partition for a BA network of size $\mathcal{O}(n)$, which is approximately BDE equivalent. We begin by recalling the BA network [15].

Definition 15 (BA Model). For a given size $n$, the $B A$ model is described by the stochastic process $\left(G^{t}\right)_{0 \leq t \leq n}$, where $G^{t}$ describes an undirected graph with nodes $\{1, \ldots, n\}$. Given $G^{t-1}$, we form $G^{t}$ by adding
node $t$ and link node to node $i$, where $i$ is chosen randomly with

$$
\mathbb{P}(i=j)= \begin{cases}\frac{d_{G^{t-1}}(j)}{2 t-1} & , 1 \leq j \leq t-1 \\ \frac{1}{2 t-1} & , j=t\end{cases}
$$

Here, $d_{G^{t-1}}(j)$ denotes the degree of node $j$ in graph $G^{t-1}$.
We are now ready to introduce the $B A$ partition, which, inspired the theory of the BA model, divides the nodes into two groups: celebrities and followers.

Definition 16 (BA partition). Fix a partition threshold $0<\xi<1$ and generate a sample run of the stochastic process $\left(G^{t}\right)_{0 \leq t \leq n}$. From this sample run, partition the set of graph nodes $\{1, \ldots, n\}$ into blocks of celebrities $\mathcal{C}$ and followers $\mathcal{F}$, that is, let

$$
\mathcal{H}=\mathcal{C} \cup \mathcal{F}=\left\{C_{1}, \ldots, C_{\kappa}\right\} \cup\left\{F_{1}, \ldots, F_{\kappa}\right\}
$$

where $\kappa=1 / \xi$ and: ${ }^{1}$

- celebrity nodes comprise $1, \ldots, \sqrt{n}$, that is, we have:

$$
C_{1} \cup \ldots \cup C_{\kappa}=\{1, \ldots, \sqrt{n}\}
$$

- follower nodes constitute $\sqrt{n}+1, \ldots, n$, meaning that

$$
F_{1} \cup \ldots \cup F_{\kappa}=\{\sqrt{n}+1, \ldots, n\}
$$

- $\left|C_{\nu}\right|=\xi \sqrt{n}$ and $C_{\nu} \leq C_{\nu^{\prime}}$ elementwise for $\nu \leq \nu^{\prime}$;
- $\left|F_{\nu}\right|=\xi(n-\sqrt{n})$ and $F_{\nu} \leq F_{\nu^{\prime}}$ elementwise for $\nu \leq \nu^{\prime}$.

For the BA process, computing the partition is straightforward because the node identifier corresponds to its age. In the case of an instance of a scale-free network, without access to its underlying generative process, we can estimate the node's age by considering its degree and exploiting that older nodes have, on average, higher degrees than younger ones [20, 15].

[^0]For this reason, we can sort the nodes in decreasing order of their degrees and consider the first $\sqrt{N}$ as celebrities and the remaining $N-\sqrt{N}$ as followers. Then, these two groups of nodes will be split following the definition.

We next formally justify the choice of the partition from Definition 16. To this end, we recall the big- $\mathcal{O}$, big- $\Omega$, and big- - notations.

Definition 17. For two functions $f, g: \mathbb{N}_{0} \rightarrow \mathcal{R}_{\geq 0}$, we define

$$
\begin{aligned}
& f=\mathcal{O}(g): \Longleftrightarrow \limsup _{n \rightarrow \infty} \frac{f(n)}{g(n)}<\infty \\
& f=\Omega(g): \Longleftrightarrow \liminf _{n \rightarrow \infty} \frac{f(n)}{g(n)}>0 \\
& f=\Theta(g): \Longleftrightarrow f=\mathcal{O}(g) \text { and } f=\Omega(g)
\end{aligned}
$$

The following key auxiliary result estimates the probability of finding links between nodes of a BA model and sharpens [20] by studying the error terms in the proof of [20, Lemma 2].

Lemma 6. In a BA model $\left(G^{t}\right)_{0 \leq t \leq n}$, let $g_{j}$ with $j \leq n$ denote the node to which node $j$ connects to. Then for all $i<j<k$, we have

$$
\begin{aligned}
\mathbb{P}\left(g_{j}=i\right) & =\frac{1}{2} \frac{1}{\sqrt{i j}}+\mathcal{O}\left(\frac{1}{i j}\right) \\
\mathbb{P}\left(g_{j}=i, g_{k}=i\right) & =\frac{1}{2} \frac{1}{i \sqrt{j k}}+\mathcal{O}\left(\frac{1}{i \sqrt{i j k}}\right)
\end{aligned}
$$

Moreover, it holds that

$$
\mathbb{P}\left(g_{j}=i, g_{k}=i\right)-\mathbb{P}\left(g_{j}=i\right) \mathbb{P}\left(g_{k}=i\right)=\frac{1}{4 i \sqrt{j k}}+\mathcal{O}\left(\frac{1}{i \sqrt{i j k}}\right)
$$

For a block $H$ of some given partition of nodes $\mathcal{H}$, we shall next study the number of $H$-in-degree of a node $i$. Formally, this is captured by the random variable $\sum_{j \in H} X^{i, j}$, where

$$
X^{i, j}= \begin{cases}1, & g_{j}=i  \tag{5.1}\\ 0, & \text { otherwise }\end{cases}
$$

Revisiting Lemma 6, we note that the in-degree of a node can be approximated by a sequence of Bernoulli trials. However, while the first identity
of Lemma 6 suggests to approximate $X^{i, j}$ by a Bernoulli variable with success probability $1 / 2 \sqrt{i j}$, the third statement shows that variables $X^{i, j}$ and $X^{i, k}$ are positively correlated, hence stochastically dependent. This prevents direct applications of the law of large numbers or the central limit theorem.

The next result studies the number of links between the blocks of $\mathcal{H}$.
Theorem 14. Let $\left(G^{t}\right)_{0 \leq t \leq n}$ be a BA model and $\mathcal{H}$ as in Definition 16. Then, the number of links between celebrities and followers is of order $\sqrt{\xi} \sqrt[4]{n}$, that is

$$
\mathbb{E}[\operatorname{deg}(i, H)]=\Theta(\sqrt{\xi} \sqrt[4]{n}), \quad H \in \mathcal{F}, i=\gamma \sqrt{n} \in C_{\nu}, C_{\nu} \in \mathcal{C}
$$

for some $0<\gamma<1$; in all other cases, the number of links is $\mathcal{O}(1)$, i.e., negligible because it does not grow with $n$.

After studying the connectivity between the blocks of $\mathcal{H}$, we are ready to state our main result.

Theorem 15. Let $G=\left(G^{t}\right)_{0 \leq t \leq n}$ be a BA model and $\mathcal{H}$ as in Definition 16. Then, for large $n$, partition $\mathcal{H}$ is on average a $\sqrt{\xi}$-BDE of the scaled network $G / \sqrt[4]{n}$. Specifically, for any $0<\gamma, \gamma^{\prime}<1$ and $H \in \mathcal{H}$, for large $n \geq 1$, we have

$$
\frac{1}{\sqrt[4]{n}}\left|\mathbb{E}[\operatorname{deg}(i, H)]-\mathbb{E}\left[\operatorname{deg}\left(i^{\prime}, H\right)\right]\right|=\mathcal{O}\left(\sqrt{\xi}\left|\gamma^{\prime}-\gamma\right|\right)
$$

where

- either $i=\gamma \sqrt{n}$ and $i^{\prime}=\gamma^{\prime} \sqrt{n}$ such that $i, i^{\prime} \in \bar{H} \in \mathcal{C}$;
- or $i=\gamma n$ and $i^{\prime}=\gamma^{\prime} n$ such that $i, i^{\prime} \in \bar{H} \in \mathcal{F}$.

A strengthening of the above result which would ensure that the difference of degrees (rather than their expected values) is with high probability of order $\mathcal{O}\left(\left|\gamma-\gamma^{\prime}\right|\right)$ is difficult. Indeed, as stated in the next result, the variance of the difference $\left(\operatorname{deg}(i, H)-\operatorname{deg}\left(i^{\prime}, H\right)\right) / \sqrt[4]{n}$ does not vanish as $n$ increases.

Theorem 16. In a BA model $\left(G^{t}\right)_{0 \leq t \leq n}$. Then, for any $H \in \mathcal{H}$ and $i \neq i^{\prime}$, it holds that:

$$
\begin{aligned}
& \mathbb{V}\left[\operatorname{deg}(i, H)-\operatorname{deg}\left(i^{\prime}, H\right)\right] \geq \mathbb{V}[\operatorname{deg}(i, H)]+\mathbb{V}\left[\operatorname{deg}\left(i^{\prime}, H\right)\right] \\
& \text { and }
\end{aligned} \quad \begin{array}{ll}
\mathcal{O}(1), & i \in C_{\nu}, H \in \mathcal{C} \\
\mathbb{V}[\operatorname{deg}(i, H)]= \begin{cases}\Theta(\sqrt{n}), & i \in C_{\nu}, H \in \mathcal{F} \\
\mathcal{O}(1), & i \in F_{\nu}, H \in \mathcal{C} \\
\mathcal{O}(1), & i \in F_{\nu}, H \in \mathcal{F}\end{cases}
\end{array}
$$

We proved that the BA partition is asymptotically an $\varepsilon$-BDE partition for binary scale-free networks. By identifying important (celebrity) and less important nodes (followers) in scale-free networks, practitioners can use this result as a starting point in the analysis of the network. In particular, the BA partition can be used to avoid an aggressive reduction of the network, a well-known issue for regular equivalence on binary networks [23]. In the experimental section, we show how $\mathrm{I} \varepsilon$ - BDE and CATREGE can employ the BA partition to improve the results on binary networks.

### 5.3 Experiments

In this section, we show the effectiveness of our approach against the state of the art. For indirect approaches, we consider REGE and CATREGE; for direct approaches, we consider different variants of blockmodeling. To make a fair comparison, we analyzed the algorithms by keeping the same level of granularity for all. This is controlled by incomparable parameters $\delta / \Delta$ for $\mathrm{I} \varepsilon$ - BDE and the number of clusters for the competing techniques. Thus, we first fixed $I \varepsilon$-BDE parameters in a uniform manner across all networks, as detailed next; then we chose the number of clusters of direct and indirect approaches equal to the number of partition blocks returned by $\mathrm{I} \varepsilon$-BDE.

### 5.3.1 Experimental Set-up

We consider benchmark networks of different sizes as listed in Table 12. The networks are divided into binary and weighted networks.

Iterative $\varepsilon$-BDE We implemented the $\mathrm{I} \varepsilon$ - BDE in a prototype that uses the implementation of $\varepsilon$-BDE already available in the software tool ERODE [37]. The two parameters for I - -BDE are the maximum tolerance $\Delta$ and the step size $\delta$. For an unbiased, model-independent choice of these parameters, we considered the following heuristic: since $\varepsilon$-BDE relates nodes with similar row-sums of the adjacency matrix $A$, we set up $\Delta$ by picking a value roughly equal to the average sum of the rows of $A$. For $\delta$, instead, we took a value of one order of magnitude smaller than the average value of the non-zero entries of $A$, considering only the weights greater than 0 . When this value is less than the minimum non-zero entry in $A$, we set up $\delta$ equal to this minimum. The values of $\delta$ and $\Delta$ are listed in Table 12. With this choice, $\mathrm{I} \varepsilon$ - BDE was run using $\varepsilon_{0}=0$ and, unless otherwise stated, with the singleton initial partition considering all nodes. We use this output to compare against the other approaches.

REGE For weighted networks, we compare against the indirect method of REGE as implemented in the R package presented in [102]. Following [163], we set up a number of iterations for every model equal to 100 . Then, we employ the REGE's similarity matrix to compute a partition with the same number of blocks returned by I $\varepsilon$-BDE. To do this, we use the dendrogram associated with hierarchical clustering, which was computed with the scikit-learn library [118]. In this case, following the literature on this subject [162], we consider two linkages for hierarchical clustering, i.e., single and complete links [162] (denoted by $R E G E+S L$ and $R E G E+C L$ in the forthcoming tables, respectively).

CATREGE For binary networks, we considered the indirect method of CATREGE, since it achieves superior performance with respect to REGE [24]. We used the implementation in UCINET [25]. CATREGE allows specifying an initial partition. In the first iteration, it divides the

| Weighted networks Model |  | Ref. | $n$ | REGE | $0-B D E$ | Size | $I \varepsilon-B D E$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\delta$ |  |  |  |  |  | $\Delta$ | Ratio |
| EIES |  |  | [65] | 32 | 32 | 32 | 19 | $10^{0}$ |  | 300 | 0.59 |
| Windsurfers |  | [88] | 43 | 43 | 43 | 20 | $10^{0}$ |  | 60 | 0.47 |
| Ecosystem |  | [88] | 128 | 128 | 128 | 37 | $10^{-1}$ |  | 30 | 0.29 |
| FaoTrade |  | [54] | 214 | 214 | 214 | 170 | $10^{2}$ |  | $2 \cdot 10^{4}$ | 0.79 |
| WTN |  | [68] | 226 | 226 | 226 | 171 | $10^{4}$ |  | $10^{7}$ | 0.75 |
| CElegans |  | [157] | 306 | 286 | 286 | 207 | $10^{0}$ |  | 40 | 0.67 |
| USairport |  | [49] | 500 | 500 | 500 | 223 | $10^{4}$ |  | $10^{6}$ | 0.45 |
| FB |  | [113] | 1899 | - | 1857 | 1310 | 10 |  | 1000 | 0.69 |
|  |  |  |  |  |  | Average ratio: |  |  |  | 0.59 |
| Binary networks <br> Model | Ref. | $n$ | CATREGE | 0-BDE | Size $\delta$ | $I \varepsilon$-BDE |  | Size | I $\varepsilon$-BDE / BA |  |
|  |  |  |  |  |  | $\Delta$ | Ratio |  | e Ratio |  |
| Karate | [88] | 34 | 30 | 30 | $16 \quad 10^{0}$ | 4 | 0.47 | 24 | 40.71 |  |
| GD | [18] | 73 | 54 | 54 | $17 \quad 10^{0}$ | 2 | 0.23 | 34 | $4 \begin{array}{ll}4 & 0.47\end{array}$ |  |
| Revolution | [88] | 136 | 56 | 56 | $1110^{0}$ | 2 | 0.11 | 46 | 60.34 |  |
| Email | [88] | 167 | 166 | 166 | $14 \quad 10{ }^{0}$ | 30 | 0.08 | 45 | 5.27 |  |
| Physician | [88] | 241 | 241 | 241 | $310^{0}$ | 5 | 0.01 | 195 | -0.80 |  |
| FilmTrust | [88] | 874 | - | 673 | $23810^{0}$ | 2 | 0.27 | 371 | 10.42 |  |
| BlogCatalog | [161] | 10312 | - | 10106 | $545510^{0}$ | 60 | 0.53 | 5490 | - 0.53 |  |
| Youtube | [161] | 15088 | - | 12691 | $4760 \quad 10^{0}$ | 10 | 0.32 | 6766 | - 0.45 |  |
|  |  |  |  |  | Average ratios: |  |  | 0.25 |  | 0.50 |

Table 12: Parameters and results for iterative $\varepsilon$-BE.
nodes following the given partition instead of considering all of them in the same block. The nodes in different blocks cannot be associated in the following iterations. We opted to utilize the BA partition for all binary networks to prevent CATREGE from erroneously identifying all nodes as equivalent, as highlighted in [24]. Similar to the approach taken with REGE, we applied hierarchical clustering to the resultant similarity matrix. This strategic adjustment ensures a more accurate and reliable analysis, mitigating the risk of aggressive aggregation.

Blockmodeling For direct approaches, we compare against the binary, valued, and homogeneity blockmodeling approaches [164], using the R package by Ziberna et al. [102]. Since these techniques are based on a local optimization algorithm, we set 1000 repetitions/different starting partitions to check. Valued and homogeneity blockmodeling identifies for $f$-regular equivalence, where the function $f$ was set to max, which is the common setting for regular equivalence [102]. Valued blockmodeling re-
quires specifying a parameter $m$ that distinguishes between prominent and non-prominent weights. The best way to determine $m$ is to have prior knowledge about the network. In the absence of this, it is possible to choose the value of $m$ considering the distribution of the links. Following [102, 164], we set $m$ equal to the median and the mode of the nonzero weights.

Error metric In evaluating the precision of various methods for identifying approximately equivalent nodes, we adopt a similarity measure based on PageRank, as suggested by prior research [152]. We compute the maximum PageRank difference across all node pairs within each approximately regular equivalent block. Subsequently, we derive the minimum, average, and maximum difference across all blocks. Thus, lower values of such indices correspond to more similar (in terms of regular equivalence) blocks.

Timeout Throughout all experiments, we set a 3-hour timeout for each analysis.

### 5.3.2 Results

Preliminary analysis We conducted an analysis to determine the number of regularly equivalent node blocks using both REGE and CATREGE. These blocks comprise nodes that strictly satisfy the regular equivalence definition. Our findings reveal that regularly equivalent nodes are rare, particularly in the case of weighted networks. Table 12 provides an overview of the quantities of regularly equivalent nodes identified. Notably, in all weighted networks except CElegans, we observed the absence of nontrivial blocks, indicating the absence of regularly equivalent nodes. However, for CElegans, REGE identified 286 blocks. It's worth mentioning that CATREGE yielded a notable number of equivalent nodes; however, due to limitations, larger networks could not be analyzed, as CATREGE supports networks with a maximum of 256 nodes. For comparison purposes, we also explored regular equivalences using I $\varepsilon$-BDE by
setting $\Delta=0$ (denoted as 0 -BDE in the table column). This configuration aligns with the condition outlined in Theorem 13. Interestingly, although Theorem 13 presents a sufficient condition for regular equivalence, our analysis indicates that the two notions are indistinguishable across the analyzed networks, as both algorithms returned the same number of blocks.

| Weighted Networks |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Errors |  |  | Times (s) |
| Method | Min | Avg | Max |  |
| EIES |  |  |  |  |
| $\mathrm{I} \varepsilon$ - BDE | $2.23 \mathrm{E}-4$ | $3.31 \mathrm{E}-3$ | $9.34 \mathrm{E}-3$ | 2.62 |
| REGE+CL | $1.05 \mathrm{E}-3$ | $8.56 \mathrm{E}-3$ | $3.15 \mathrm{E}-2$ | 0.23 |
| REGE+SL | $1.50 \mathrm{E}-3$ | $1.26 \mathrm{E}-2$ | $3.72 \mathrm{E}-2$ | 0.23 |
| Blockmod. Hom. | $1.50 \mathrm{E}-3$ | $5.30 \mathrm{E}-3$ | $8.27 \mathrm{E}-3$ | 319.86 |
| Blockmod. Val. median | $3.15 \mathrm{E}-2$ | $4.65 \mathrm{E}-2$ | $6.15 \mathrm{E}-2$ | 142.74 |
| Blockmod. Val. mode | $7.12 \mathrm{E}-4$ | $2.06 \mathrm{E}-2$ | $8.30 \mathrm{E}-2$ | 115.23 |
| Windsurfers |  |  |  |  |
| I $\varepsilon$-BDE | $5.66 \mathrm{E}-6$ | $4.46 \mathrm{E}-3$ | $1.50 \mathrm{E}-2$ | 1.47 |
| REGE+CL | $1.31 \mathrm{E}-4$ | $6.36 \mathrm{E}-3$ | $3.85 \mathrm{E}-2$ | 0.46 |
| REGE+SL | $2.10 \mathrm{E}-4$ | $7.41 \mathrm{E}-3$ | $3.85 \mathrm{E}-2$ | 0.46 |
| Blockmod. Hom. | $1.93 \mathrm{E}-3$ | $5.67 \mathrm{E}-3$ | $1.41 \mathrm{E}-2$ | 532.80 |
| Blockmod. Val. median | $1.99 \mathrm{E}-3$ | $3.78 \mathrm{E}-2$ | $7.83 \mathrm{E}-2$ | 291.55 |
| Blockmod. Val. mode | $1.31 \mathrm{E}-3$ | $1.86 \mathrm{E}-2$ | $3.85 \mathrm{E}-2$ | 300.61 |
| Ecosystem |  |  |  |  |
| I $\varepsilon$-BDE | $6.89 \mathrm{E}-8$ | $7.61 \mathrm{E}-4$ | $2.89 \mathrm{E}-3$ | 18.13 |
| REGE+CL | $6.89 \mathrm{E}-8$ | $1.27 \mathrm{E}-2$ | $2.18 \mathrm{E}-1$ | 18.20 |
| REGE+SL | $6.89 \mathrm{E}-8$ | $1.70 \mathrm{E}-3$ | $8.16 \mathrm{E}-3$ | 18.20 |
| FaoTrade |  |  |  |  |
| I $\varepsilon$-BDE | 0.0 | $3.47 \mathrm{E}-4$ | $1.38 \mathrm{E}-3$ | 23.53 |
| REGE+CL | 0.0 | $2.68 \mathrm{E}-3$ | $2.89 \mathrm{E}-2$ | 503.58 |
| REGE+SL | 0.0 | $5.23 \mathrm{E}-4$ | $2.89 \mathrm{E}-2$ | 503.58 |
| WTN |  |  |  |  |
| I $\varepsilon$-BDE | $2.42 \mathrm{E}-7$ | $7.55 \mathrm{E}-5$ | $4.35 \mathrm{E}-4$ | 154.95 |
| REGE+CL | $2.42 \mathrm{E}-7$ | $2.44 \mathrm{E}-3$ | $3.42 \mathrm{E}-2$ | 857.40 |
| REGE+SL | $2.96 \mathrm{E}-5$ | $3.69 \mathrm{E}-3$ | $5.3 \mathrm{E}-2$ | 857.40 |
| CElegans |  |  |  |  |
| I $\varepsilon$-BDE | 0.0 | $5.61 \mathrm{E}-4$ | $3.46 \mathrm{E}-3$ | 3.54 |
| REGE+complete link | 0.0 | $6.47 \mathrm{E}-4$ | $2.06 \mathrm{E}-3$ | 75.30 |
| REGE+single link | 0.0 | $7.56 \mathrm{E}-4$ | $3.40 \mathrm{E}-3$ | 75.30 |
| USairport |  |  |  |  |
| I 2 -BDE | $1.25 \mathrm{E}-7$ | $1.92 \mathrm{E}-4$ | $3.45 \mathrm{E}-3$ | 13.73 |
| REGE+CL | $1.32 \mathrm{E}-6$ | $1.30 \mathrm{E}-3$ | $3.27 \mathrm{E}-2$ | 408.60 |
| REGE+SL | $1.52 \mathrm{E}-7$ | $1.64 \mathrm{E}-3$ | $4.02 \mathrm{E}-2$ | 408.60 |
| FB |  |  |  |  |
| $\mathrm{I} \varepsilon$-BDE | 0.0 | $3.21 \mathrm{E}-5$ | $5.25 \mathrm{E}-4$ | 47.46 |


| Binary Networks |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Method | Errors |  |  | Times (s) |
|  | Min | Avg | Max |  |
| Karate |  |  |  |  |
| BA partition | $2.37 \mathrm{E}-5$ | $2.90 \mathrm{E}-3$ | $7.62 \mathrm{E}-3$ | - |
| $\mathrm{I} \varepsilon$-BDE | 0.0 | $1.17 \mathrm{E}-3$ | $5.48 \mathrm{E}-3$ | 0.28 |
| CATREGE+CL | 0.0 | $1.53 \mathrm{E}-3$ | $5.48 \mathrm{E}-3$ | 1.00 |
| CATREGE+SL | 0.0 | $2.41 \mathrm{E}-3$ | $7.62 \mathrm{E}-2$ | 1.00 |
| Blockmodeling | 0.0 | $4.40 \mathrm{E}-3$ | $1.23 \mathrm{E}-2$ | 84.6 |
| GD |  |  |  |  |
| BA partition | 0.0 | $3.09 \mathrm{E}-3$ | $6.06 \mathrm{E}-3$ | - |
| I - BDE | 0.0 | $1.04 \mathrm{E}-3$ | $4.89 \mathrm{E}-3$ | 0.12 |
| CATREGE+CL | 0.0 | $2.34 \mathrm{E}-3$ | $6.06 \mathrm{E}-3$ | 1.00 |
| CATREGE+SL | 0.0 | $2.12 \mathrm{E}-3$ | $6.06 \mathrm{E}-3$ | 1.00 |
| Blockmodeling | $4.54 \mathrm{E}-3$ | $2.18 \mathrm{E}-2$ | $9.92 \mathrm{E}-2$ | 1441.8 |
| Revolution |  |  |  |  |
| BA partition | $1.63 \mathrm{E}-4$ | $1.38 \mathrm{E}-3$ | $1.01 \mathrm{E}-2$ | - |
| I --BDE | 0.0 | $1.02 \mathrm{E}-4$ | $2.63 \mathrm{E}-3$ | 0.32 |
| CATREGE+CL | 0.0 | $5.71 \mathrm{E}-4$ | $1.01 \mathrm{E}-2$ | 1.00 |
| CATREGE+SL | 0.0 | $5.57 \mathrm{E}-4$ | $1.01 \mathrm{E}-3$ | 1.00 |
| Email |  |  |  |  |
| BA partition | 0.0 | $1.23 \mathrm{E}-3$ | $2.96 \mathrm{E}-3$ | - |
| I - -BDE | 0.0 | $6.71 \mathrm{E}-4$ | $2.96 \mathrm{E}-3$ | 2.11 |
| CATREGE+CL | 0.0 | $9.99 \mathrm{E}-4$ | $2.96 \mathrm{E}-3$ | 1.00 |
| CATREGE+SL | 0.0 | $9.93 \mathrm{E}-4$ | $2.96 \mathrm{E}-3$ | 1.00 |
| Physician |  |  |  |  |
| BA partition | 0.0 | $3.95 \mathrm{E}-3$ | $1.38 \mathrm{E}-2$ | - |
| I - - BE | 0.0 | $4.92 \mathrm{E}-4$ | $3.28 \mathrm{E}-3$ | 0.77 |
| CATREGE+CL | 0.0 | $3.12 \mathrm{E}-3$ | $1.38 \mathrm{E}-2$ | 1.00 |
| CATREGE+SL | 0.0 | $3.32 \mathrm{E}-3$ | $6.93 \mathrm{E}-3$ | 1.00 |
| FilmTrust |  |  |  |  |
| BA partition | 0.0 | $3.25 \mathrm{E}-3$ | $1.19 \mathrm{E}-2$ | - |
| I - BDE | 0.0 | $1.79 \mathrm{E}-4$ | $3.41 \mathrm{E}-3$ | 1.46 |
| BlogCatalog |  |  |  |  |
| BA partition | $1.33 \mathrm{E}-5$ | $4.47 \mathrm{E}-4$ | $2.29 \mathrm{E}-3$ | - |
| I - BDE | 0.0 | $2.86 \mathrm{E}-6$ | $2.50 \mathrm{E}-5$ | 1250.0 |
| Youtube |  |  |  |  |
| BA partition | $5.83 \mathrm{E}-5$ | $5.05 \mathrm{E}-4$ | $1.83 \mathrm{E}-3$ | - |
| $\mathrm{I} \varepsilon-\mathrm{BDE}$ | 0.0 | $5.77 \mathrm{E}-6$ | $1.21 \mathrm{E}-4$ | 114.04 |

Table 13: Comparison on weighted (left) and binary (right) networks. Best results in bold; methods that timed out are not listed.

Weighted networks Table 12 shows the number of approximately equivalent blocks of nodes identified by $\mathrm{I} \varepsilon$ - BDE with the chosen parameters, highlighting that it halves, on average, the network size. The comparison against REGE and blockmodeling for weighted networks is reported in

Table 13 (left). I $\varepsilon$-BDE proved generally more accurate and can yield errors up to one order of magnitude smaller. We also observe that homogeneity blockmodeling performs better than REGE and valued blockmodeling. Blockmodeling requires a considerable amount of time, making it applicable in these examples to networks up to 43 nodes within the given threshold. REGE's implementation is faster than $I \varepsilon$-BDE for small networks. We remark that FaoTrade and WTN, despite being similar in size, are characterized by considerably different runtimes. This is attributed to the density of the network. For larger networks, $\mathrm{I} \varepsilon$-BDE proved faster, justifying the differences in asymptotic cost complexity of the two algorithms; in practice, REGE could not analyze the FB network within the timeout.

Binary networks With the settings of Table $12, \mathrm{I} \varepsilon$ - BDE identifies nodes more aggressively, on average, in binary networks than in weighted networks (ratios 0.25 and 0.59 , respectively). We now consider $\mathrm{I} \varepsilon-\mathrm{BDE}$ initialized with the BA partition, following Definition 16. Here, we set $\xi=0.1$ for all networks, always leading to 20 blocks. With this setting, and using the same values of $\delta$ and $\Delta$, the average ratio using the BA partition becomes comparable to that of weighted networks (last two columns of Table 12).

Table 13 (right) shows the comparison for binary networks. These results were obtained when initializing $\mathrm{I} \varepsilon$ - BDE with the BA partition for a fair analysis against CATREGE. For reference, we also report the error statistics directly computed on the BA partition. Since, in all cases, both the CATREGE and the $I \varepsilon-B D E$ results refine the BA partition, their error metrics are consistently improved. However, we remark that, for small networks, the BA partition already provides errors within the same order of magnitude as the iterative algorithms; for larger networks, the error statistics of the BA pre-partition obviously deteriorate because, by fixing the number of blocks, it clusters increasingly more nodes.

Overall, in the networks where the comparison is possible, $\mathrm{I} \varepsilon$ - BE yields superior precision than CATREGE and blockmodeling. CATREGE may be faster than $\mathrm{I} \varepsilon$-BDE in some cases, but it does not support networks
larger than 256 nodes, as discussed. The blockmodeling results confirm the scalability issues observed in weighted networks, timing out already with 136 nodes.

## Chapter 6

## Conclusion

In this thesis, we proposed two novel techniques to reduce nonlinear dynamical systems.

We developed notions of equivalence as a relaxation of the exact counterparts, allowing the derivatives of related ODE variables to vary up to a desired tolerance. Our algorithmic approach can be useful to systematically discover quasi-symmetries in different case studies. It is able to reduce the model, imposing a certain error within the dynamics. We also propose a formal bound that is able to estimate the maximum error in the reference model. In this context, our approach serves as a complement to well-established over-approximation methods such as CORA. Our method performs better with small uncertainties on larger models, while CORA is more effective with larger uncertainties on smaller models. As a result, our approach is more computationally efficient and capable of producing satisfactory results in a reasonable time. The main limitation is that the bounds account only for small perturbations of the parameters. In future work, we have to overcome this weakness in order to provide tighter bounds for larger perturbations.

In the second work, we proposed an efficient algorithmic approach for the over-approximation of nonlinear ODE models by combining results from the theory of differential inequalities and nonlinear model reduction. More specifically, by enforcing homogeneity across model parameters in
dependence on a given numerical threshold parameter, the algorithm constructs a system of differential inequalities. The differential hull is guaranteed to over-approximate the original ODE system in the presence of uncertain/noisy parameters and can be reduced by exploiting the BDE technique. Also, in these cases, we tested the approach against CORA in different case studies. Similarly to the previous case, the results highlight a trade-off between the quality of the approximation and the computational cost of computing it. This approach also represents a solution with respect to the problem that arises in the first approach. Indeed, it is able to provide formal bounds for larger perturbation with respect to $\varepsilon$-BDE. The main limitation is that the algorithm proposed is limited to ODE systems with positive solutions. As part of future work, we intend to extend the algorithm for negative solutions.

Finally, we presented the $\mathrm{I} \varepsilon-\mathrm{BDE}$, a new method to compute approximate regular equivalences for networks based on a partition refinement algorithm. In most examples, it showed superior precision and performance with respect to the state of the art, enabling the analysis of networks that are beyond the scope of applicability of currently available direct and indirect approaches. The asymptotic result for scale-free (binary) networks provides a pre-partitioning heuristic for practical models that avoid the problem of aggressive clustering of nodes. A possible extension would be to develop a similar result for other classes of distributions, starting from scale-free weighted networks. Building on recent works on network embedding [82], it will be also interesting to study whether the characterization of approximate regular equivalence as a quantitative bisimulation paves new ways of encoding role relationships in lower-dimensional spaces.

Addressing the reduction of nonlinear dynamical systems has proven to be a great challenge, especially nowadays, where the models have become more complex and their analysis is computationally expensive. Our research has primarily centered on three key aspects: the accuracy of the reduced models, the efficiency of the reduction algorithms, and ensuring a broad range of applications. Notably, all the methods presented within this thesis offer provable formal bounds. The approximate differential equivalences are equipped with a formal bound while the reduced differ-
ential hull approach represents the bounds as a dynamical system. This is an extremely useful result, especially in applications where stringent control over the trajectory error of the reduced model is a fundamental requirement. Regarding computational efficiency, almost all the approaches proposed present a polynomial complexity. The only exception is $\varepsilon$-FDE, although as explained in Chapter 3 is in practice efficient. We tested the proposed techniques on several case studies spreading in different fields of research. Practically every problem that can be expressed by means of nonlinear differential equations is suitable for the application of our approaches. In this direction, we interpret the problem of finding regular equivalences on a network as reduction of a dynamical systems. We show how $\varepsilon$-BDE can be tailored to discover regular equivalences on networks. The results show the effectiveness and scalability of our approach with respect to the methods in the literature.

In conclusion, this thesis achieves the proposed objectives and represents a step forward in the challenging field of nonlinear dynamical system reduction.

## Appendix A

## Appendix Chapter 3

The appendix is taken from the published work [34].

## A. 1 Proofs

This appendix collects all the formal proofs of the results stated in the paper.

## Proof of Theorem 1.

Proof. Assume that $\mathcal{H}_{1}, \ldots, \mathcal{H}_{n}$ are $\varepsilon$-FDE partitions of $\mathcal{S}$ and define $\sim_{l}:=\sim_{\mathcal{H}_{l}, \varepsilon}^{F} \cap \sim_{\mathcal{H}_{l}}$ and $\sim:=\sim_{\mathcal{H}}$, where $\mathcal{H}:=\mathcal{S} /\left(\bigcup_{l=1}^{n} \sim_{l}\right)^{*}$. Note that the definition of $\varepsilon$-FDE implies that $\mathcal{H}_{l}=\mathcal{S} / \sim_{l}^{*}$ for all $1 \leq l \leq n$. Let us fix arbitrary $1 \leq l \leq n$ and $x_{i} \sim_{l} x_{j}$. It can be easily seen that for any $H \in \mathcal{H}$ there exist unique blocks $G_{1}^{H}, \ldots, G_{m_{H}}^{H} \in \mathcal{H}_{l}$ such that
$\biguplus_{k=1}^{m_{H}} G_{k}^{H}=H$. With this, it holds that

$$
\begin{aligned}
\sum_{H \in \mathcal{H}} \sum_{\alpha \in \mathbb{N}_{0}^{S \cup\{s\}}}\left|c\left(\wp_{i, j}^{H}, x^{\alpha}\right)\right| & =\sum_{H \in \mathcal{H}} \sum_{\alpha \in \mathbb{N}_{0}^{S \mathcal{S}}\{s\}}\left|c\left(\sum_{k=1}^{m_{H}} \wp_{i, j}^{G_{k}^{H}}, x^{\alpha}\right)\right| \\
& \leq \sum_{H \in \mathcal{H}} \sum_{k=1}^{m_{H}} \sum_{\alpha \in \mathbb{N}_{0}^{S \mathcal{U}}\{s\}}\left|c\left(\wp_{i, j}^{G_{k}^{H}}, x^{\alpha}\right)\right| \\
& =\sum_{G \in \mathcal{H}_{l}} \sum_{\alpha \in \mathbb{N}_{0}^{S \cup\{s\}}}\left|c\left(\wp_{i, j}^{G}, x^{\alpha}\right)\right| \\
& \leq \varepsilon,
\end{aligned}
$$

where the first estimation follows from the triangle inequality, while the second estimation is thanks to the definition of $\sim_{l}$. The above readily implies that $\mathcal{H}$ is an $\varepsilon$-FDE partition.

We now turn to the case of $\varepsilon$-BDE. Similarly to the $\varepsilon$-FDE case, we assume that $\mathcal{H}_{1}, \ldots, \mathcal{H}_{n}$ are $\varepsilon$-BDE partitions of $\mathcal{S}$ and $\sim_{l}, \sim:=\sim_{\mathcal{H}}$ and $\mathcal{H}$ are as above. Note that the definition of $\varepsilon$-BDE implies that $\mathcal{H}_{l}=\mathcal{S} / \sim_{l}^{*}$ for all $1 \leq l \leq n$. For arbitrary $1 \leq l \leq n$ and $x_{i} \sim_{l} x_{j}$, it holds that

$$
\sum_{\alpha \in \mathbb{N}_{0}^{S}}\left|c\left(\wp_{i, j}^{\mathcal{H}}, x^{\alpha}\right)\right| \leq \sum_{\alpha \in \mathbb{N}_{0}^{S}}\left|c\left(\wp_{i, j}^{\mathcal{H}_{l}}, x^{\alpha}\right)\right|
$$

since $\mathcal{H}_{l}$ refines $\mathcal{H}$. The above implies that $\mathcal{H}$ is an $\varepsilon$-BDE partition.
So far, we have shown that the coarsening $\mathcal{S} /\left(\bigcup_{l=1}^{n} \sim_{l}\right)^{*}$ of $\varepsilon$-FDE/BDE partitions $\mathcal{H}_{1}, \ldots, \mathcal{H}_{n}$ is again an $\varepsilon$-FDE/BDE partition. The claim follows by noting that Lemma 26 in [38] ensures that $\mathcal{S} /\left(\bigcup_{l=1}^{n} \sim_{l}\right)^{*}$ is a refinement of $\mathcal{G}$ if each $\mathcal{S} / \sim_{l}$ is a refinement of $\mathcal{G}$.

## Proof of Lemma 1.

Proof. Let us assume that $x_{i} \sim_{\mathcal{H}, \varepsilon}^{F} x_{j}$, which is equivalent to

$$
\sum_{H \in \mathcal{H}} \sum_{\alpha \in \mathbb{N}_{0}^{S \cup\{s\}}}\left|c\left(\wp_{i, j}^{H}, x^{\alpha}\right)\right| \leq \varepsilon
$$

Since $\mathcal{H}$ is a refinement of $\mathcal{G}$, for any $G \in \mathcal{G}$ there exist unique blocks $H_{1}^{G}, \ldots, H_{m_{G}}^{G} \in \mathcal{H}$ such that $\biguplus_{k=1}^{m_{G}} H_{k}^{G}=G$. With this, it holds that

$$
\begin{aligned}
\sum_{G \in \mathcal{G}} \sum_{\alpha \in \mathbb{N}_{0}^{S \cup\{s\}}}\left|c\left(\wp_{i, j}^{G}, x^{\alpha}\right)\right| & =\sum_{G \in \mathcal{G}} \sum_{\left.\alpha \in \mathbb{N}_{0}^{S \cup\{ } \cup s\right\}}\left|c\left(\sum_{k=1}^{m_{G}} \wp_{i, j}^{H_{k}^{G}}, x^{\alpha}\right)\right| \\
& \leq \sum_{G \in \mathcal{G}} \sum_{k=1}^{m_{G}} \sum_{\alpha \in \mathbb{N}_{0}^{S \cup\{s\}}}\left|c\left(\wp_{i, j}^{H_{k}^{G}}, x^{\alpha}\right)\right| \\
& =\sum_{H \in \mathcal{H}} \sum_{\alpha \in \mathbb{N}_{0}^{\mathcal{S} \cup\{ \}\}}}\left|c\left(\wp_{i, j}^{H}, x^{\alpha}\right)\right| \\
& \leq \varepsilon,
\end{aligned}
$$

thus showing $x_{i} \sim_{\mathcal{G}, \varepsilon}^{F} x_{j}$. This yields the first statement. Let us now assume that $x_{i} \sim_{\mathcal{H}, \varepsilon}^{B} x_{j}$ which corresponds by definition to $\sum_{\alpha \in \mathbb{N}_{o}^{S}}\left|c\left(\wp_{i, j}^{\mathcal{H}}, x^{\alpha}\right)\right|$ $\leq \varepsilon$. Moreover,

$$
\sum_{\alpha \in \mathbb{N}_{0}^{S}}\left|c\left(\wp_{i, j}^{\mathcal{G}}, x^{\alpha}\right)\right| \leq \sum_{\alpha \in \mathbb{N}_{0}^{S}}\left|c\left(\wp_{i, j}^{\mathcal{H}}, x^{\alpha}\right)\right|
$$

because $\mathcal{H}$ is a refinement of $\mathcal{G}$. Hence, we infer that $x_{i} \sim_{\mathcal{G}, \varepsilon}^{B} x_{j}$. This readily implies the second statement.

## Proof of Theorem 2.

Proof. Let $\mathcal{G}^{\prime}$ denote the coarsest $\varepsilon$-FDE ( $\varepsilon$-BDE) partition that refines $\mathcal{H}_{0}:=\mathcal{G}$ and set $\mathcal{H}_{k+1}:=\mathcal{S} /\left(\sim_{\mathcal{H}_{k}, \varepsilon}^{\chi_{\varepsilon}^{*}} \cap \sim_{\mathcal{H}_{k}}\right)$ for all $k \geq 0$. Then, the sequence $\left(\mathcal{H}_{k}\right)_{k \geq 0}$ is such that $\mathcal{G}^{\prime}$ is a refinement of $\mathcal{H}_{k}$ for all $k \geq 1$. We prove this by induction on $k$.

- $k=1$ : Since $\mathcal{G}^{\prime}$ is a refinement of $\mathcal{H}_{0}$, Lemma 1 ensures the first claim.
- $k \rightarrow k+1$ : Thanks to the fact that $\mathcal{G}^{\prime}$ is a refinement of $\mathcal{H}_{k}$ by induction, Lemma 1 ensures the first claim.

From the fact that $\mathcal{G}^{\prime}$ is a refinement of any $\mathcal{H}_{k}$, we conclude that $\mathcal{G}^{\prime}=\mathcal{H}_{k}$ whenever $\mathcal{H}_{k}$ is an $\varepsilon$-FDE $\left(\varepsilon\right.$-BDE) partition. Since $\mathcal{H}_{k}$ is a refinement of $\mathcal{H}_{k-1}$ for all $k \geq 1$ and $\mathcal{S}$ is finite, we can fix the smallest $k \geq 1$ such that $\mathcal{H}_{k}=\mathcal{H}_{k-1}$. This, in turn, implies that $\mathcal{H}_{k-1}=\mathcal{H}_{k}=\mathcal{S} /\left(\sim_{\mathcal{H}_{k-1}, \varepsilon}^{\chi^{*}}\right.$ $\left.\cap \sim_{\mathcal{H}_{k-1}}\right)$.

## Proof of Theorem 4.

Proof. Fix a partition $\mathcal{H}$ and consider the system of equations (3.4)

$$
\left\{\mathfrak{t}\left(\tilde{\wp}_{i, j}^{H}, x^{\alpha}, \mathcal{S} \cup\{s\}\right)=0 \mid \alpha \in \mathbb{N}_{0}^{\mathcal{S} \cup\{s\}}, H \in \mathcal{H} \text { and } x_{i} \sim_{\mathcal{H}} x_{j}\right\}
$$

By definition, $\mathfrak{t}\left(\tilde{\wp}_{i, j}^{H}, x^{\alpha}, \mathcal{S} \cup\{s\}\right)=0$ states that the coefficient of monomial $x^{\alpha}$ in polynomial $\tilde{\varrho}_{i, j}^{H}$ is zero. Likewise, by definition, $\mathcal{H}$ is an FDE if and only if all polynomials $\tilde{\Phi}_{i, j}^{H}$, where $x_{i} \sim_{\mathcal{H}} x_{j}$, are zero. Since a polynomial is zero if and only if all its coefficients are zero, we thus obtain that any choice of parameters satisfying the above set of equations yields an FDE. The proof for BDE proceeds along the same lines.

## Proof of Theorem 6.

Proof. See [122, Theorem 1, Section 1.10].

## Proof of Theorem 8.

Proof. It can be efficiently checked whether $\mathcal{P}\left(\hat{\sigma}_{*}\right)$ exhibits singularities on $[0 ; T]$ by using a numerical ODE solver. Hence, if $\mathcal{P}\left(\hat{\sigma}_{*}\right)$ is singularity free, the bound which is to be proven next ensures that $\mathcal{P}\left(\hat{\sigma}_{1}\right)$ is singularity free as long as $\left\|x^{\hat{\sigma}_{1}}(0)-x^{\hat{\sigma}_{*}}(0)\right\| \leq \delta$.

Let $\delta=\left\|x^{\hat{\sigma}_{1}}(0)-x^{\hat{\sigma}_{*}}(0)\right\|$ satisfy $\sum_{k=2}^{\operatorname{deg}(\hat{\mathcal{P}})} d_{k} \delta_{+}^{k-1}<\left(2 \lambda_{1} \hat{\tau}\right)^{-1}$ for $\delta_{+}=2 \lambda_{0} \delta$. Since $\delta<\delta_{+}$, it holds that

$$
0<\tau(\delta)=\inf \left\{0 \leq t \leq \hat{\tau} \mid\left\|x^{\hat{\sigma}_{1}}(t)-x^{\hat{\sigma}_{*}}(t)\right\| \geq \delta_{+}\right\},
$$

where $\inf \emptyset:=\infty$ as usual. With this, it holds that

$$
\left\|\int_{0}^{t} \Lambda(s, t) r\left(s, x^{\hat{\sigma}_{1}}(s)-x^{\hat{\sigma}_{*}}(s)\right) d s\right\| \leq \lambda_{1} t \sum_{k=2}^{\operatorname{deg}(\hat{\mathcal{P}})} d_{k} \delta_{+}^{k}
$$

for all $t \leq \min \{\tau(\delta), \hat{\tau}\}$. Hence, Theorem 9 and 7 yield

$$
\begin{gathered}
\left\|x^{\hat{\sigma}_{1}}(t)-x^{\hat{\sigma}_{*}}(t)\right\| \leq \lambda_{0} \delta+\lambda_{1} \hat{\tau} \sum_{k=2}^{\operatorname{deg}(\hat{\mathcal{P}})} d_{k} \delta_{+}^{k}= \\
\frac{\delta_{+}}{2}+\lambda_{1} \hat{\tau} \sum_{k=2}^{\operatorname{deg}(\hat{\mathcal{P}})} d_{k} \delta_{+}^{k}<\delta_{+}
\end{gathered}
$$

for all $t \leq \min \{\tau(\delta), \hat{\tau}\}$, where the last inequality follows from straightforward algebraic manipulation. This implies that $\tau(\delta)=\infty$, thus showing that $\left\|x^{\hat{\sigma}_{1}}(t)-x^{\hat{\sigma}_{*}}(t)\right\|<2 \lambda_{0}\left\|x^{\hat{\sigma}_{1}}(0)-x^{\hat{\sigma}_{*}}(0)\right\|$ for all $0 \leq t \leq \hat{\tau}$ because $\delta_{+}=2 \lambda_{0} \delta$.

## Proof of Theorem 9.

Proof. As pointed out above, in the case of $\operatorname{deg}(\hat{\mathcal{P}})=1$, it holds that $r \equiv 0$. This and Theorem 6 imply $x^{\hat{\sigma}_{1}}(t)-x^{\hat{\sigma}_{*}}(t)=\Delta x(t)=\Lambda(0, t) \Delta x(0)=$ $\Lambda(0, t)\left(x^{\hat{\sigma}_{1}}(0)-x^{\hat{\sigma}_{*}}(0)\right)$ for any $x^{\hat{\sigma}_{1}}(0) \in \mathbb{R}^{\mathcal{S} \cup \Theta}$ and $0 \leq t \leq \hat{\tau}$, thus yielding the first claim. The second claim, instead, follows by noting that $\max _{0 \leq t \leq \hat{\tau} \|} \max _{\|x(0)\|=1}\|\Delta x(t)\|=\max _{0 \leq t \leq \hat{\tau}} \max _{\|x(0)\|=1}\|\Lambda(0, t) \Delta x(0)\|=\max _{0 \leq t \leq \hat{\tau}}\|\Lambda(0, t)\|=\lambda_{0}$

## Proof of Lemma 2.

Proof. Fix $0 \leq s \leq t \leq \hat{\tau}$ and assume that $|s-t| \leq \Delta$. Since $\left(\partial_{t} \Lambda\right)(s, t)=$ $A(t) \Lambda(s, t)$, it can be shown (see Lemma 1 and 2 in [78]) that $\|\Lambda(s, t)\| \leq$ $e^{L(t-s)} \leq e^{L \Delta t}$ and the claim holds true. Using this, it can also be seen that

$$
\|\Lambda(0, t)\|=\left\|\Lambda\left(t_{i}, t\right) \Lambda\left(0, t_{i}\right)\right\| \leq \lambda_{0}^{+} e^{L \Delta t}
$$

for some $t_{i} \leq t$ such that $t-t_{i} \leq \Delta t$. Let us now assume that $|s-t|>\Delta t$. Then there exist $t_{i} \leq t_{j}$ such that $s \leq t_{i} \leq t_{j} \leq t$ with $t_{i}-s, t-t_{j} \leq \Delta$. With this, it holds that

$$
\left\|\Lambda\left(t_{i}, t_{j}\right)-\Lambda(s, t)\right\| \leq\left\|\Lambda\left(t_{i}, t_{j}\right)-\Lambda\left(t_{i}, t\right)\right\|+\left\|\Lambda\left(t_{i}, t\right)-\Lambda(s, t)\right\|
$$

The bound on $\lambda_{1}$ then follows by noting that

$$
\begin{aligned}
\left\|\Lambda\left(t_{i}, t_{j}\right)-\Lambda\left(t_{i}, t\right)\right\| & =\left\|\Lambda\left(t_{i}, t_{j}\right)-\Lambda\left(t_{j}, t\right) \Lambda\left(t_{i}, t_{j}\right)\right\| \\
& =\left\|\left(\Lambda\left(t_{j}, t_{j}\right)-\Lambda\left(t_{j}, t\right)\right) \Lambda\left(t_{i}, t_{j}\right)\right\| \\
& \leq \lambda_{1}^{+} L \Delta t
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|\Lambda\left(t_{i}, t\right)-\Lambda(s, t)\right\| & =\left\|\Lambda\left(t_{i}, t\right)-\Lambda\left(t_{i}, t\right) \Lambda\left(s, t_{i}\right)\right\| \\
& =\left\|\Lambda\left(t_{i}, t\right)\left(\Lambda(s, s)-\Lambda\left(s, t_{i}\right)\right)\right\| \\
& =\left\|\Lambda\left(t_{j}, t\right) \Lambda\left(t_{i}, t_{j}\right)\left(\Lambda(s, s)-\Lambda\left(s, t_{i}\right)\right)\right\| \\
& \leq e^{L \Delta t} \lambda_{1}^{+} L \Delta t .
\end{aligned}
$$

## Proof of Lemma 3.

Proof. For $\operatorname{deg}(\hat{\mathcal{P}})=3$, the constraint writes as $d_{2}\left(2 \lambda_{0} \delta\right)^{2}+d_{3}\left(2 \lambda_{0} \delta\right)^{1} \leq$ $\left(2 \lambda_{1} \hat{\tau}\right)^{-1}$. Since the left-hand side is monotonic increasing in $\delta$, it thus suffices to solve the quadratic equation $d_{2}\left(2 \lambda_{0} \delta\right)^{2}+d_{3}\left(2 \lambda_{0} \delta\right)^{1}=\left(2 \lambda_{1} \hat{\tau}\right)^{-1}$. The following formula, known as Muller's variant, can be readily checked to solve a quadratic equation $a x^{2}+b x+c$ :

$$
x=\frac{-2 c}{b \pm \sqrt{b^{2}-4 a c}}
$$

Matching the coefficients gives the claim. The claim for $\operatorname{deg}(\hat{\mathcal{P}})=2$, instead, is trivial.

## Proof of Lemma 4.

Proof. Fix some $x_{i} \in \mathcal{S} \cup \Theta$ and $0 \leq s \leq \hat{\tau}$. Then, the multidimensional Taylor expansion of $\hat{q}_{i}$ at point $x_{s}:=x^{\hat{\sigma}_{*}}(s)$ is given by

$$
\hat{q}_{i}(x)=\sum_{|\alpha| \leq \operatorname{deg}(\hat{\mathcal{P}})} \frac{\left(D^{\alpha} \hat{q}_{i}\right)\left(x_{s}\right)}{\alpha!}\left(x-x_{s}\right)^{\alpha},
$$

where $D^{\alpha}=\frac{\partial^{|\alpha|}}{\prod_{x_{i} \in \mathcal{S}} \partial x_{i}^{\alpha_{x_{i}}}}$ is the standard compact notation of the partial derivative underlying the multi-index $\alpha \in \mathbb{N}_{0}^{\mathcal{S} \cup \Theta}$ with $\alpha!=\prod_{x_{i} \in \mathcal{S} \cup \Theta} \alpha_{x_{i}}$ ! and $|\alpha|=\sum_{x_{i} \in \mathcal{S}} \alpha_{x_{i}}$. Using the concept of Jacobi matrix, the above formula rewrites to

$$
\begin{equation*}
\hat{q}_{i}(x)=\hat{q}_{i}\left(x_{s}\right)+e_{x_{i}}^{T} A\left(x_{s}\right)\left(x-x_{s}\right)+\sum_{2 \leq|\alpha| \leq \operatorname{deg}(\hat{\mathcal{P}})} \frac{\left(D^{\alpha} \hat{q}_{i}\right)\left(x_{s}\right)}{\alpha!}\left(x-x_{s}\right)^{\alpha} \tag{A.1}
\end{equation*}
$$

Since this shows that

$$
r_{i}(s, y)=\sum_{2 \leq|\alpha| \leq \operatorname{deg}(\hat{\mathcal{P}})} \frac{\left(D^{\alpha} \hat{q}_{i}\right)\left(x_{s}\right)}{\alpha!} y^{\alpha},
$$

a straightforward estimation of the terms yields the claim.

## Proof of Lemma 5.

Proof. Using the concept of Hessian matrix, (A.1) from the proof of Lemma 4 can be rewritten into

$$
\begin{array}{r}
\hat{q}_{i}(x)=\hat{q}_{i}\left(x_{s}\right)+e_{x_{i}}^{T} A\left(x_{s}\right)\left(x-x_{s}\right)+\frac{1}{2}\left(x-x_{s}\right)^{T} H^{i}\left(x_{s}\right)\left(x-x_{s}\right)+ \\
\sum_{|\alpha|=3} \frac{\left(D^{\alpha} \hat{q}_{i}\right)\left(x_{s}\right)}{\alpha!}\left(x-x_{s}\right)^{\alpha}
\end{array}
$$

thus readily implying the claim.

## Appendix B

## Appendix Chapter 4

The appendix is taken from the published work [140].

## B. 1 Proofs

## B.1.1 Proof of Theorem 11

Proof. Trivial.

## B.1.2 Proof of Theorem 12

Proof. The only nontrivial fact to be aware of is that a parameter block with different signs will give rise to a different differential hull because the if-statements in algorithms upperBound and lowerBound will be evaluated differently.

## B. 2 Experiments

We next report the parameter values and the initial conditions.

## B.2.1 SIR

Here we provide the parameters and runtimes for the SIR model considered in Section 4.2.1.

| Parameters | $\beta_{1,1}$ | $\beta_{1,2}$ | $\beta_{2,1}$ | $\beta_{2,2}$ | $\gamma_{1}$ | $\gamma_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Actual values | 2.46 | 2.45 | 2.53 | 2.55 | 0.5 | 0.6 |

Table 14: Parameters of the SIR model.

| Variables | $S_{1}$ | $S_{2}$ | $I_{1}$ | $I_{2}$ | $R_{1}$ | $R_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Initial conditions | 20 | 20 | 10 | 10 | 0 | 0 |

Table 15: Initial conditions of the SIR model.

## B.2.2 Polymerization

Here we provide the parameters and runtimes for the polymerization model considered in Section 4.2.2.

| Parameters | $\alpha_{1}$ | $\alpha_{2}$ | $\bar{\alpha}_{1}$ | $\bar{\alpha}_{2}$ | $\beta_{1}$ | $\beta_{2}$ | $\bar{\beta}_{2}$ | $\bar{\beta}_{2}$ | $\gamma_{2}$ | $\gamma_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Actual values | 0.55 | 0.60 | 1.95 | 2.00 | 1.5 | 1.6 | 0.01 | 0.01 | 0.25 | 0.25 |

Table 16: Parameters of the Polymerization model.

| Variables | $A_{1}$ | $A_{2}$ | $A_{1}$ | $A_{2}$ | $H$ | $H_{2}$ | $C_{2} \mathrm{H}_{2}$ | $A_{1} \mathrm{CHCH}$ | $A_{2} \mathrm{CHCH}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Initial conditions | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

Table 17: Initial conditions of the Polymerization model.

## B.2.3 Protein interaction network

Here we provide the parameters and runtimes for the model considered in Section 4.2.3.

| Parameters | $k_{b_{1}}$ | $k_{b_{2}}$ | $k_{u_{1}}$ | $k_{u_{2}}$ |
| :---: | :---: | :---: | :---: | :---: |
| Actual values | 20.10 | 19.90 | 0.1 | 0.1 |

Table 18: Parameters of the Protein interaction network.

| Variables | $A$ | $B$ | $A_{10}$ | $A_{01}$ | $A_{11}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Initial conditions | 50 | 50 | 0 | 0 | 0 |

Table 19: Initial conditions of the Protein interaction network.

## B.2.4 Electrical Network

Here we provide the parameters and runtimes for the model considered in Section 4.2.4.

| Parameters | $b_{2}$ | $b_{3}$ | $a_{1,1}$ | $a_{2,1}$ | $a_{2,2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Actual values | 0.56 | 0.66 | 1.12 | 0.40 | 0.50 |

Table 20: Parameters of the Electrical network.

| Variables | $v_{1,1}$ | $v_{2,1}$ | $v_{2,2}$ |
| :---: | :---: | :---: | :---: |
| Initial conditions | 0.56 | 0.66 | 1.12 |

Table 21: Initial conditions of the Electrical network.

## B.2.5 n-Hexane model

Here we provide the parameters and runtimes for the model considered in Section 4.2.5.

| Parameters | $k_{1}$ | $k_{2}$ | $k_{3}$ | $k_{4}$ | $k_{5}$ | $k_{6}$ | $k_{7}$ |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Actual values | 17 | 54 | 42 | 13 | 32 | 32 | 14 |

Table 22: Parameters of the n -Hexane model.

| Variables | $C_{6} H_{14}$ | $C_{1}$ | $C_{5}^{2}$ | $C_{2}$ | $C_{4}^{2}$ | $C_{3}$ | $C_{3}^{2}$ | $C_{4}$ | $C_{2}^{2}$ | $H_{2}$ | $C_{6}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Initial conditions | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

Table 23: Initial conditions of the n-Hexane model.

## Appendix C

## Appendix Chapter 5

## C. 1 Proofs

This appendix collects all the formal proofs of the results stated in the Chapter 5.

## Proof of Theorem 13

Proof. Follows via the if-then direction of [46, Lemma 1], applied on each $A^{l}$.

## Proof of Lemma 6

Lemma 7. For any $0<s<t$, it holds that

$$
\prod_{i=s}^{t}\left(1+\frac{1}{2 i-1}\right)=\sqrt{\frac{t}{s}}+\mathcal{O}\left(s^{-1}\right)
$$

Proof. As suggested in [20, Lemma 2], we approximate the product by applying the logarithm

$$
\log \left(\prod_{i=s}^{t}\left(1+\frac{1}{2 i-1}\right)\right)=\sum_{i=s}^{t} \log \left(1+\frac{1}{2 i-1}\right)=\sum_{i=s}^{t} \log \left(\frac{2 i}{2 i-1}\right)
$$

and noting that the integral convergence test ensures

$$
\left|\sum_{i=s}^{t} \log \left(\frac{2 i}{2 i-1}\right)-\int_{s}^{t} \log \left(\frac{2 x}{2 x-1}\right) d x\right| \leq \log \left(\frac{2 s}{2 s-1}\right)
$$

Moreover, $\log (2 x /(2 x-1))=\log (2 x)-\log (2 x-1)$, while integration by substitution yields

$$
\begin{aligned}
\int_{s}^{t} \log (2 x) d x & =\frac{1}{2} \int_{2 s}^{2 t} \log (x) d x \\
\int_{s}^{t} \log (2 x-1) d x & =\frac{1}{2} \int_{2 s-1}^{2 t-1} \log (x) d x
\end{aligned}
$$

Hence, by Taylor's theorem, there exist $\xi, \xi^{\prime} \in(-1 ; 0)$ with

$$
\begin{aligned}
\int_{s}^{t} 2 \log \left(\frac{2 x}{2 x-1}\right) d x & =\left[\int_{2 t-1}^{2 t} \log (x) d x-\int_{2 s-1}^{2 s} \log (x) d x\right] \\
& =\log (2 t)+\frac{1}{2 t} \cdot \xi^{\prime}-\log (2 s)-\frac{1}{2 s} \xi^{\prime} \\
& =\log (t / s)+\mathcal{O}\left(s^{-1}\right)
\end{aligned}
$$

Recalling that $\frac{1}{2} \log (a)=\log (\sqrt{a})$, we thus obtain

$$
\begin{aligned}
\left|\prod_{i=s}^{t}\left(1+\frac{1}{2 i-1}\right)-\sqrt{\frac{t}{s}}\right| & \leq \frac{2 s}{2 s-1} \cdot \exp \left(\mathcal{O}\left(s^{-1}\right)\right) \\
& \leq(1+\mathcal{O}(1 / s))(1+\mathcal{O}(1 / s))
\end{aligned}
$$

yielding the claim.
We next prove Lemma 6.
Proof of Lemma 6. In the proof of [20, Lemma 2], the authors show that

$$
\mathbb{P}\left(g_{j}=i\right)=\frac{1}{2 j-1} \prod_{k=i}^{j-1}\left(1+\frac{1}{2 k-1}\right)
$$

With this, Lemma 7 implies
$\mathbb{P}\left(g_{j}=i\right)=\frac{1}{2 j-1}\left(\frac{(j-1)^{1 / 2}}{i^{1 / 2}}+\mathcal{O}\left(i^{-1}\right)\right)=\left(\frac{1}{2 j}+\mathcal{O}\left(j^{-2}\right)\right)\left(\frac{j^{1 / 2}}{i^{1 / 2}}+\mathcal{O}\left(i^{-1}\right)\right)$
because $|\sqrt{j}-\sqrt{j-1}| \leq\left|\frac{1}{2}(j-1)^{-1 / 2}\right| \cdot 1 \leq i^{-1 / 2}$ by the mean value theorem. For the second and third statement, we note using the notation from [20, Lemma 2] that
$\mathbb{E}\left(d_{k, i} I_{g_{j}=i} \mid G^{k-1}\right)=d_{k-1} I_{g_{j}=i}+\frac{d_{k-1}}{2 k-1} I_{g_{j}=i}=\left(1+\frac{1}{2 k-1}\right) d_{k-1, i} I_{g_{j}=i}$,
which in turn implies

$$
\mathbb{E}\left(d_{k, i} I_{g_{j}=i}\right)=\prod_{s=j}^{k}\left(1+\frac{1}{2 s-1}\right) \mathbb{E}\left(d_{j, i} I_{g_{j}=i}\right)
$$

as postulated in the proof of [20, Lemma 2]. With this, the discussion from the aforementioned lemma ensures that

$$
\begin{aligned}
\mathbb{P}\left(g_{j}=i, g_{k}=i\right) & =\frac{1}{2 k-1} \prod_{s=j}^{k-1}\left(1+\frac{1}{2 s-1}\right) \frac{1}{2 j-1} \frac{2 j-1}{2 i+1} \frac{4 i+2}{2 i-1} \\
& =\frac{1}{2 k-1} \frac{1}{2 i-1} \prod_{s=j}^{k-1}\left(1+\frac{1}{2 s-1}\right) \cdot 2,
\end{aligned}
$$

where, thanks to [44] and $\Gamma(x+1)=x \Gamma(x)$ for any $x>0$, we have that

$$
\begin{aligned}
\frac{2 j-1}{2 i+1} \frac{4 i+2}{2 i-1} & =\mu_{j-1, i}^{(2)}=\prod_{s=i+1}^{j-1}\left(1+\frac{1}{2 s-1}\right) \mu_{i, i}^{(2)} \\
& =\frac{\Gamma\left(i+\frac{1}{2}\right)}{\Gamma\left(j-\frac{1}{2}\right)} \frac{\Gamma\left(j+\frac{1}{2}\right)}{\Gamma\left(i+\frac{3}{2}\right)} \mu_{i, i}^{(2)} \\
& =\frac{j-\frac{1}{2}}{i+\frac{1}{2}} \mu_{i, i}^{(2)} \\
& =\frac{2 j-1}{2 i+1} \mu_{i, i}^{(2)}
\end{aligned}
$$

and

$$
\mu_{i, i}^{(2)}=\frac{2 i-2}{2 i-1} \cdot\left(1^{2}+1\right)+\frac{1}{2 i-1} \cdot\left(2^{2}+2\right)=\frac{4 i+2}{2 i-1}
$$

This, in turn, allows us to conclude that

$$
\begin{array}{r}
\mathbb{P}\left(g_{j}=i, g_{k}=i\right)-\mathbb{P}\left(g_{j}=i\right) \mathbb{P}\left(g_{k}=i\right)= \\
=\frac{1}{2 k-1} \frac{1}{2 i-1} \prod_{s=j}^{k-1}\left(1+\frac{1}{2 s-1}\right) \cdot 2- \\
\frac{1}{2 k-1} \prod_{s=i}^{k-1}\left(1+\frac{1}{2 s-1}\right) \cdot \frac{1}{2 j-1} \prod_{s=i}^{j-1}\left(1+\frac{1}{2 s-1}\right) \\
=\frac{1}{2 k-1} \prod_{s=j}^{k-1}\left(1+\frac{1}{2 s-1}\right)\left[\frac{2}{2 i-1}-\frac{1}{2 j-1} \prod_{s=i}^{j-1}\left(1+\frac{1}{2 s-1}\right)^{2}\right] \\
=\frac{1}{4 i \sqrt{j k}}+\mathcal{O}\left(\frac{1}{i \sqrt{i j k}}\right)
\end{array}
$$

where the last identity follows by invoking several times Lemma 7. This establishes the third statement which, together with the first statement, implies the second statement.

## Proof of Theorem 14

Proof. Pick $H \in \mathcal{H}$ with $H=\{a, a+1, \ldots, b-1, b\}$, an $i \in\{\gamma \sqrt{n}, \gamma n\}$ such that $i \leq a$ and let $X^{i, j}$ be as in (5.1). Then

$$
\begin{aligned}
\mathbb{E}\left[\sum_{j \in H} X^{i, j}\right] & =\sum_{j \in H} \mathbb{E}\left[X^{i, j}\right] \\
& =\sum_{j \in H} \frac{1}{2 \sqrt{i j}}+\sum_{j \in H} \mathcal{O}(1 / i j) \\
& =\sum_{j \in H} \frac{1}{2 \sqrt{i j}}+\mathcal{O}((\log (b)+1) / i) \\
& =\int_{a}^{b} \frac{1}{2 \sqrt{i j}} d j+\mathcal{O}(\log (b) / i+1 / i+1 / \sqrt{i a}) \\
& =\sqrt{b / i}-\sqrt{a / i}+\mathcal{O}(\log (b) / i+1 / i+1 / \sqrt{i a})
\end{aligned}
$$

where the first identity is due to the linearity of the expected value, the second due to the first identity of Lemma 6 and the logarithmic growth of harmonic numbers, the third due to the integral convergence test, and
the forth due follows via integration. This implies

$$
\mathbb{E}\left[\sum_{j \in H} X^{i, j}\right]= \begin{cases}\mathcal{O}(1), & i \in C_{\nu}, H \in \mathcal{C} \\ \Theta(\sqrt{\xi} \sqrt[4]{n}), & i \in C_{\nu}, H \in \mathcal{F} \\ \mathcal{O}(1), & i \in F_{\nu}, H \in \mathcal{C} \\ \mathcal{O}(1), & i \in F_{\nu}, H \in \mathcal{F}\end{cases}
$$

The statement follows because $\left|\operatorname{deg}(i, H)-\sum_{j \in H} X^{i, j}\right| \leq 1$.

## Proof of Theorem 15

Proof. From the proof of Theorem 14, we infer for $i<i^{\prime}$ :

$$
\begin{aligned}
\mathbb{E}\left[\sum_{j \in H} X^{i, j}\right]- & \mathbb{E}\left[\sum_{j \in H} X^{i^{\prime}, j}\right] \\
& =(\sqrt{b}-\sqrt{a})\left(\frac{1}{\sqrt{i}}-\frac{1}{\sqrt{i^{\prime}}}\right)+\mathcal{O}(\log (b) / i+1 / i+1 / \sqrt{i a})
\end{aligned}
$$

We consider the case $i, i^{\prime} \in C_{\nu}$ and $H \in \mathcal{F}$ as the other cases are straightforward. By Taylor's theorem, we infer for $0<x_{0}<x_{1}$ :

$$
\left|x_{0}^{-1 / 2}-x_{1}^{-1 / 2}\right| \leq\left|\frac{1}{2} x_{0}^{-3 / 2}\right| \cdot\left|x_{1}-x_{0}\right|
$$

Setting $x_{1}=\gamma_{1} \sqrt[2]{n}$ and $x_{0}=\gamma_{0} \sqrt[2]{n}$, the above formula yields

$$
\left|\frac{1}{\sqrt{x_{0}}}-\frac{1}{\sqrt{x_{1}}}\right| \leq\left|\gamma_{1}-\gamma_{0}\right| / \sqrt[4]{n} \gamma_{0}^{3 / 2}
$$

Noting that $\sqrt{b}-\sqrt{a}=\mathcal{O}(\sqrt{\xi n})$, we obtain

$$
\left|(\sqrt{b}-\sqrt{a})\left(\frac{1}{\sqrt{i}}-\frac{1}{\sqrt{i^{\prime}}}\right)\right| \leq \sqrt{\xi} \sqrt[4]{n} \frac{\left|\gamma_{1}-\gamma_{0}\right|}{\gamma_{0}^{3 / 2}}
$$

The statement follows because $\left|\operatorname{deg}(i, H)-\sum_{j \in H} X^{i, j}\right| \leq 1$.

## Proof of Theorem 16

Proof of Theorem 16. Letting $j, j^{\prime}$ ranging over $H$, we first note that

$$
\begin{aligned}
& \mathbb{V}\left[\sum_{j} X^{i, j}-\sum_{j} X^{i^{\prime}, j}\right] \\
& \quad=\mathbb{V}\left[\sum_{j} X^{i, j}\right]+\mathbb{V}\left[\sum_{j} X^{i^{\prime}, j}\right]-2 \operatorname{Cov}\left[\sum_{j} X^{i, j}, \sum_{j} X^{i^{\prime}, j}\right] \\
& \quad=\mathbb{V}\left[\sum_{j} X^{i, j}\right]+\mathbb{V}\left[\sum_{j} X^{i^{\prime}, j}\right]-2 \sum_{j} \sum_{j^{\prime}} \operatorname{Cov}\left[X^{i, j}, X^{i^{\prime}, j^{\prime}}\right]
\end{aligned}
$$

The first statement follows by noting that [20, Lemma 3] ensures for any $i \neq i^{\prime}$ and $j, j^{\prime} \in H$ that

$$
\operatorname{Cov}\left[X^{i, j}, X^{i^{\prime}, j^{\prime}}\right]=\mathbb{E}\left[X^{i, j} X^{i^{\prime}, j^{\prime}}\right]-\mathbb{E}\left[X^{i, j}\right] \mathbb{E}\left[X^{i^{\prime}, j^{\prime}}\right] \leq 0 .
$$

To see the second statement, we note that Lemma 6 implies for $j, j^{\prime} \in H$ with $j \neq j^{\prime}$ :

$$
\begin{aligned}
\operatorname{Cov}\left(X^{i, j}, X^{i, j^{\prime}}\right) & =\mathbb{E}\left[X^{i, j} X^{i, j^{\prime}}\right]-\mathbb{E}\left[X^{i, j}\right] \mathbb{E}\left[X^{i, j^{\prime}}\right] \\
& =\mathbb{P}\left(g_{j}=i, g_{k}=i\right)-\mathbb{P}\left(g_{j}=i\right) \mathbb{P}\left(g_{k}=i\right) \\
& =\frac{1}{4 i \sqrt{j k}}+\mathcal{O}\left(\frac{1}{i \sqrt{i j k}}\right)
\end{aligned}
$$

With this, we obtain

$$
\begin{aligned}
\mathcal{E} & :=\sum_{j \in H} \sum_{j^{\prime} \in H \backslash\{j\}}\left(\mathbb{E}\left[X^{i, j} X^{i, j^{\prime}}\right]-\mathbb{E}\left[X^{i, j}\right] \mathbb{E}\left[X^{i, j^{\prime}}\right]\right) \\
& =\sum_{j \in H} \sum_{j^{\prime} \in H \backslash\{j\}}\left(\frac{1}{4 i \sqrt{j j^{\prime}}}+\mathcal{O}\left(\frac{1}{i \sqrt{i j j^{\prime}}}\right)\right) \\
& = \begin{cases}\mathcal{O}(1), & i \in C_{\nu}, H \in \mathcal{C} \\
\Theta(\sqrt{n}), & i \in C_{\nu}, H \in \mathcal{F} \\
\mathcal{O}(1), & i \in F_{\nu}, H \in \mathcal{C} \\
\mathcal{O}(1), & i \in F_{\nu}, H \in \mathcal{F}\end{cases}
\end{aligned}
$$

Moreover, one can observe

$$
\begin{aligned}
\mathbb{V}\left(n^{-1 / 4} \sum_{j \in H} X^{i, j}\right) & =n^{-1 / 2}\left(\sum_{j \in H} \mathbb{V}\left[X^{i, j}\right]+\mathcal{E}\right) \\
& =n^{-1 / 2} \sum_{j \in H} \mathbb{V}\left[X^{i, j}\right]+n^{-1 / 2} \mathcal{E} \\
& \leq n^{-1 / 2} \sum_{j \in H}\left[\frac{1}{2 \sqrt{i j}}-\frac{1}{4 i j}\right]+n^{-1 / 2} \mathcal{E} \\
& =\mathcal{O}\left(n^{-1 / 2} \mathbb{E}\left[\sum_{j \in H} X^{i, j}\right]\right)+n^{-1 / 2} \mathcal{E}
\end{aligned}
$$

The statement follows because $\left|\operatorname{deg}(i, H)-\sum_{j \in H} X^{i, j}\right| \leq 1$.
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[^0]:    ${ }^{1}$ To simplify presentation, we assume that $n$ is a square and that $\xi \sqrt{n}, 1 / \xi \in \mathbb{N}$. The assumption can be dropped by rounding up.

