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Abstract

As competition becomes intense, firms seek strategies to keep
afloat. Among others, they carefully choose their activity lo-
cation, recruit a talented workforce, and engage in innova-
tion. In this thesis, we shed light on these three features em-
pirically, mainly using econometric techniques. Our contri-
bution is in the literature of firms’ competitiveness, industrial
organization and economic geography.

At first, we study regional productivity disparities and their
interplay with local agglomeration advantages. To do so, we
apply a density-based machine learning clustering algorithm
to identify firms’ clusters at a fine-grained geographic scale
on a sample of Italian firms. Then, we observe simultane-
ously the extent to which clusters explain agglomeration economies
and firm selection effects. Our findings suggest that dense
clusters generate agglomeration externalities that are hetero-
geneous across regions. In the second part of the thesis, we
investigate the impact of foreign managers on firms’ compet-
itiveness on a sample of firms operating in the United King-
dom. We show that domestic firms become more efficient
after recruiting foreigners to their management team due to
previous industry-specific experience. In the last part, we as-
sess the impact of patents on market share and labour pro-
ductivity in the global Information and Communication Tech-
nologies (ICT) sector. Using a recent difference-in-difference
approach, we find that patenting increase market share with-
out significantly affecting labour productivity. Our evidence
indicates some concerns regarding the implications of prop-
erty rights from innovation on market competition.

xix



Chapter 1

Introduction

Over the last years, the availability of detailed firm-level data has al-
lowed researchers to investigate different drivers of competitiveness em-
pirically. Firms may obtain a competitive advantage by adopting differ-
ent strategies. Moreover, the business environment in which they oper-
ate is crucial for their performance.

The discussion around firms’ strategic choices to obtain competitive
advantage is an old one. In the studies by Porter (1980) and Porter (1991)
provides three dimensions of firms’ strategies are presented. The first
one refers to strategies aiming to attain low costs. The role of manage-
ment here is crucial for monitoring and maintaining cost efficiency. The
second dimension is the differentiation of products and services, which
reflects a firm’s ability to transform the products and services provided.
Among others, differentiation can be achieved through technology im-
provements. In fact, differentiation leads to higher competitiveness with-
out necessarily adopting a low-cost approach while, on some occasions,
may imply a larger market share. The third dimension is the so-called
competitive scope (or focus) and it is about targeting activities at specific
products, buyers or geographic locations to be more competitive than
rivals operating in broader markets. The local environment is essential
for a firm to obtain a competitive advantage as it is associated with its
options regarding its resources, the amount of information that can be

1



useful to determine its goals and the competitive pressures. Geographic
concentration enhances these forces because of more interactions among
firms and individuals. Teece, Pisano, and Shuen (1997) discusses a dy-
namic capabilities framework where firms create wealth in technologi-
cally advanced regimes when they focus on improvements in technol-
ogy and management and these strategies are more efficient than actions
targeted at the exclusion of competitors.

To this end, we consider that shedding light on some of the underly-
ing mechanisms of firms’ competitiveness is essential for entrepreneurs
and policymakers. Therefore, in this thesis, we examine different drivers
of firms’ efficiency and market competition. At first, we study the role
of agglomeration on the regional productivity disparities in Italy (Chap-
ter 2). We identify firm agglomerations using an unsupervised machine
learning algorithm to create arbitrarily shaped clusters of firms based on
geographic density. Second, in Chapter 3, we focus on the role of man-
agement and migration by assessing the impact of foreign managers on
productivity in the United Kingdom. Finally, we explore the role of prop-
erty rights from innovation on productivity and competition of firms op-
erating in the information and communication technology (ICT) sector.
Our main exercise is to estimate the impact of patenting activity on mar-
ket share and productivity (Chapter 4).

For our purpose, we take advantage of rich firm-level data to take
into account firm heterogeneity. Analyses using detailed firm-level data
are recommended when assessing firms’ competitiveness as they take
into account for discrepancies in firms’ competitiveness (Rumelt, 1991).
Our methods rely mainly on novel econometric techniques.

1.1 Agglomeration and regional disparities

The geographic location of economic activity is crucial for firms’ compet-
itiveness. Agglomeration economies refer to positive externalities aris-
ing from co-location of entities due to lower transport costs (Glaeser,
2010; Rosenthal and Strange, 2004). These externalities are usually clas-
sified into three main categories (Neffke et al., 2011). The first one is

2



the Marshall-Arrow-Romer (MAR) externalities arising through indus-
try specialization (Marshall, 1920). The second one is the so-called Ja-
cobs’ externalities referring to benefits from industry diversification due
to the complementarity of knowledge across different sectors of activity
(Jacobs, 1969). Finally, urbanization externalities appear when firms are
located in large cities. Access to large markets, better institutions, and
a wider pool of highly skilled employees may improve competitiveness.
In addition, congestion and the high cost of labor and land may have the
opposite effects (Neffke et al., 2011). 1

Duranton and Puga (2004) update and summarize the intuitions be-
hind three different mechanisms that drive agglomeration effects, and
they are introduced by Marshall (1920): sharing, matching, and learning.
Sharing is about the ability of workers and firms to maintain together the
costs and benefits from the usage of intermediate goods or services, like
R&D facilities or common infrastructure. Matching concerns the possi-
bility of finding room for collaborations with good partners. Clearly, the
bigger the agglomeration of firms or workers, the better the chances to
find a good match. Learning entails the possibility that individuals can
exchange knowledge from interactions, and hence more intense interac-
tions ease knowledge transfer.

Large cities generate agglomeration externalities. Moreover, compe-
tition is tougher due to the larger number of firms leading to the least
productive firms exiting the market. As a result, aggregated productivity
increases. This notion is defined as selection (R. E. Baldwin and Okubo,
2006; Gaubert, 2018). Combes et al. (2012) develop a model consider-
ing agglomeration and selection effects simultaneously. The narrative is
that tough selection implies weak firms to exit the market. At the same
time, agglomeration externalities increase the productivity of all firms in
large cities. Top performers benefit more from agglomeration external-
ities because workers are even more productive when working for the
most productive firms. These three phenomena imply a left truncation,

1Urbanization externalities are often considered an identical concept to Jacobs’ external-
ities since a diversified market structure is typical of large cities (see for instance Di Giacinto
et al. (2014)).
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right shift, and dilation of the productivity distribution in large cities.
Individuals’ performance often depends on the region in which they

operate. Inequalities are often observed between nations even when they
exist under the same union. For instance, EU countries in the South and
the East are lagging in terms of GDP per capita, comparing to Central
and Northern countries 2. Inequalities across regions may not only occur
at the national level but also at a smaller scale, like NUTS2 or NUTS3 re-
gions (Boldrin and Canova, 2001; Geppert and A. Stephan, 2008). More-
over they can occur within countries (Bluedorn et al., 2019; Gaubert et
al., 2021). In our case, we focus on Italy, a country well-known for its
geographic disparities.

Italy is characterized by a productivity slowdown having its origins
in the mid-90s. Hassan and G. Ottaviano (2013) study possible causes
comparing Italy with France and Germany. They find that Italy falls short
in the misallocation of resources, meaning that production inputs are al-
located towards less productive firms. Moreover, ICT investment has
decreased compared to the other two European countries. Another po-
tential explanation of productivity decline is poor managerial practices.
The productivity slowdown is also explained by the technology gap,
low-skilled human capital, inefficient management, lack of credit and in-
vestments, inadequate regulation in the labor and product market, slow
judicial procedures and tax evasion (Calligaris et al., 2018; Bugamelli et
al., 2018). Moreover, empirical evidence for the period 1989-2004 shows
a high degree of within sector heterogeneity, inefficient selection mech-
anisms, a positive association between productivity, exports and patent-
ing activity, and only a small number of firms that perform exception-
ally well (namely, they are ”outliers” in the distribution of firm per-
formance indications) in terms of productivity, innovation, export and
growth (Dosi, Grazzi, et al., 2012).

Geographic disparities in Italy have historical roots in the previous
centuries. A study by Basile and Ciccarelli (2018) on the location patterns
of manufacturing firms in Italy for the period 1871-1911 suggests a high

2Source: Eurostat (https://appsso.eurostat.ec.europa.eu/nui/
submitViewTableAction.do)
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concentration and specialization in the North-West as a result of a reduc-
tion in transportation costs. Furthermore, the natural characteristics and
the domestic market access had a key role in the concentration. The lat-
ter prevailed at the beginning of the last century while foreign market
access was a more crucial determinant of the disparities between North
and South (A’Hearn and Venables, 2013). During the period 2000-2016,
regional discrepancies in productivity are still increasing while the varia-
tion in terms of the unemployment rate is the largest among OECD coun-
tries (OECD, 2018). Within the country is observed considerable hetero-
geneity in terms of education, innovation, institutional quality and pub-
lic investments, while high-skilled labor tends to migrate from the South
to the North (EC, 2020). Public sector inefficiency is not only responsi-
ble for the productivity gap between Italy and the other European coun-
tries, but also for the regional discrepancies within the country (Gior-
dano et al., 2020). Rungi and Biancalani (2019) find that market selection
is more robust in the North than in the South, meaning that inefficient
firms established in Northern regions are less likely to survive. Regional
characteristics affect firms, but they may also contribute in regional con-
vergence. A recent study by Castelnovo, Morretta, and Vecchi (2020) on
Italian firms stresses that there are regional characteristics that affect not
only firm-level productivity but also reduce the productivity disparities
between North and South. More specifically, they find that bank credit,
R&D expenditure, good infrastructure and high employment in coopera-
tives are positively correlated to regional TFP while the opposite holds in
regions with low quality of public services. Interestingly, they find that
regions with high technology and a large number of institutions related
to arts have a positive effect on reducing the gap between northern and
central/southern regions. Therefore, some spatial concentrations (for ex-
ample, clusters with innovation-intensive firms) within regions may be
responsible for the productivity boost (or reduction).

Agglomeration phenomena in Italy are profound. Small firms, the
dominant firm size category in the national economy (Bugamelli et al.,
2018), tend to form clusters in order to benefit from the exchange of
knowledge through interaction. Industrial districts are a crucial char-
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acteristic of the manufacturing sector and have attracted the interest of
several researchers in the past (Dei Ottati, 2018; Canello, 2016; Becattini
and Coltorti, 2006; Sforzi, 2009). Di Giacinto et al. (2014) illustrate that
firms are more productive when located in industrial districts or urban
areas. The premium is even higher for urban areas, suggesting that diver-
sification generates larger externalities than specialization. Furthermore,
they find that small firms are more productive than medium-sized in ur-
ban areas or industrial districts. Accetturo et al. (2018) compare between
agglomeration and selection effects and they find significant agglomer-
ation effects in large cities. Selection effects appear when access to local
markets improves and when cities are located in large macro-regions.

When it comes to assessing spillovers generated from agglomeration
empirically, it is common to define ”dense” areas of economic activity3.
These areas’ borders are often defined using administrative boundaries,
like NUTS3 regions or metropolitan areas. However, these strict defi-
nitions may neglect some agglomeration forces. For instance, Duranton
and Puga (2020) stress that if a metropolitan area includes rural parts, ur-
ban density is not accurately measured. Several studies attempt to map
clusters. In the case of Italy, ISTAT (2015) provides a map of industrial
districts based on industry specialization in Labor Market Areas (LMAs),
indicating a large concentration of industrial districts in the Central and
Northern regions. 4 They do so by following the mapping algorithm de-
veloped by Sforzi (2009), which follows the socio-economic definition by
Becattini et al. (1990) indicating the interconnection between population
and companies in a specific region. Canello and Pavone (2016) extend
Sforzi’s algorithm, including more information regarding size class and
classification of industrial districts.

A potential problem regarding the cases mentioned above is that the
boundaries of clusters are based on administrative classification. To over-
come this problem, Duranton and Overman (2005) develop a distance-
based method to determine clusters of firms operating in the same in-

3In the literature, the concept of ”density” usually refers to population, employment or
firm density.

4ISTAT defines Labor Market Areas as geographical areas where the majority of the
human capital lives and works.
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dustry. In an interesting approach by Alcácer and M. Zhao (2016), they
develop an algorithm using geo-coded location information to construct
clusters based on patent density. Rosenthal and Strange (2020) indicate
the importance of spatial scale when assessing agglomeration external-
ities. They find that agglomeration mechanisms may differ depending
on the scale one chooses. For instance, labor pooling appears to be more
beneficial at a narrow scale since commuting costs tend to dominate as
the distance increases. On the other hand, the sharp increase of informa-
tion technology (IT) has reduced transport costs, facilitating agglomer-
ation benefits at a long distance. The availability of detailed geo-coded
information allows researchers to use practical tools to define regions at
a detailed that ignores administrative boundaries and investigate how
agglomeration mechanisms occur.

To this end, we use a machine learning clustering method developed
by Ankerst et al. (1999) to define clusters of dense firms based on geo-
coded information. Then we apply the econometric model by Combes
et al. (2012) to introduce the following research questions:

• To what extent do firm clusters explain agglomeration and selec-
tion mechanisms?

• How do these mechanisms differ across regions?

Our findings suggest that firm clusters generate agglomeration exter-
nalities that differ across macro-regions. Specifically, these externalities
are larger for the most competitive firms in the Centre and the North
of Italy. This is based on the assumption that workers’ productivity is
higher when working for the most efficient firms and their productiv-
ity further increases due to interactions with other employees (Combes
et al., 2012). To this end, we argue that this complementarity between
firms’ and workers’ efficiency does not occur in the South and hence the
most efficient Southern companies miss the chance to boost competitive-
ness even further.
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1.2 High-skilled migration

As discussed before, thick labour markets usually generate agglomer-
ation externalities. One mechanism through which firms and workers
benefit from agglomeration, is the positive assortative matching, that is
the matching between efficient employees and competitive firms. A re-
cent study by Orefice and Peri (2020) shows that immigrant workers im-
prove positive assortative matching. Russek (2010) sheds light on the
nexus between migration and agglomeration. Specifically, he finds that
immigration increases domestic firms’ performance and the agglomera-
tion incentive of self-employed workers. From a different perspective,
S. P. Kerr et al. (2017) argue that high-skilled migration and agglom-
eration are connected in the following way: first of all, a geographic
region characterised by the presence of high-skilled employees attracts
even more high-skilled workers. In clusters where innovative firms op-
erate, like Silicon Valley, competition occurs at a global scale. However,
geographic proximity generate positive externalities through the inter-
action between entrepreneurs or scientists. Since high-skilled workers
already operate there, the import of additional high-skilled labour leads
to a further increase in productivity through specialization.

Economic returns from urban agglomeration may be complementary
to benefits from migration in the sense that circulation of ideas brought
by high-skilled migrants can be boosted in cities (Nathan, 2014). Indica-
tively, Gianmarco I.P. Ottaviano and Peri (2006) find a positive relation-
ship between cultural diversity and productivity in US cities. However,
immigration may not always be beneficial for regional growth. For in-
stance, overcrowding may lead to higher costs of housing (Saiz, 2007).

A review by Nathan (2014) about the economic implications of high-
skilled migration distinguishes four main channels through which skilled
migrants affect the economy. The first one is innovation. Highly skilled
immigrants are valuable in areas with high research activity (P. E. Stephan
and Levin, 2001) while cognitive diversity within labor force improves
problem-solving (Page, 2007). The second channel is the trade and for-
eign direct investment (FDI). Indeed Gianmarco I.P. Ottaviano, Peri, and
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G. C. Wright (2018) find that immigrants in the UK increase country-
specific exports due to a reduction of communication and trade costs.
Moreover, migrant networks stimulate FDI from host countries to immi-
grants’ home countries (B. S. Javorcik et al., 2011). Nathan (2014) clas-
sifies ”entrepreneurship” as an additional channel. For example, the
initiation of business in Silicon Valley by Chinese and Indian engineers
boosted economic growth in California (Saxenian, 2002). However, trade
and entrepreneurship are beyond the scope of our analysis. The chan-
nel on which we focus our attention is the production process and pro-
ductivity. Indeed, immigrants may change the structure of the domestic
labor force, implying some changes in domestic growth or competitive-
ness. At a macro level, Peri (2012) shows that immigrants increase do-
mestic productivity because of higher task specialization. From another
point of view, Parrotta, Pozzoli, and Pytlikova (2014) find a negative as-
sociation between workers’ diversity in ethnicity and firms’ productivity,
highlighting that communication and integration costs may oppose any
benefits generated by immigrants (e.g. knowledge spillovers). Moreover,
a study by Lewis (2011) illustrates that an increase in domestic low-to-
high skill ratio due to immigration leads to a drop in capital and wages in
manufacturing firms. That is because automation complements middle-
skilled workers compared to low-skilled workers. Malchow-Møller, Munch,
and Skaksen (2019) underline that foreign experts increase wages relative
to domestic experts. A similar study by Markusen and Trofimenko (2009)
suggests that domestic workers embody knowledge by foreign experts to
increase labor productivity.

In Chapter 3 we focus on foreign managers, considering them as
a specific case of high-skilled migrants, like employees with advanced
training (Nathan, 2014). As Syverson (2011) says, ”Managers are conduc-
tors of an input orchestra. They coordinate the application of labor, capital,
and intermediate inputs. Just as a poor conductor can lead to a cacophony
rather than a symphony, one might expect poor management to lead to dis-
cordant production operations”. Over the last decades, detailed data on
management practices allowed researchers to quantify the contribution
of management to firm performance. In fact, managerial practices dif-
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fer across firms and countries and they are correlated with firm perfor-
mance (Bertrand and Schoar, 2003; Nicholas Bloom and Van Reenen,
2007; Nicholas Bloom and Van Reenen, 2010; Nicholas Bloom, Eifert, et
al., 2013; Nicholas Bloom, Sadun, and Van Reenen, 2016; Bruhn, Karlan,
and Schoar, 2018; Nicholas Bloom, Brynjolfsson, et al., 2019). The effi-
ciency of management practices depends on various factors like market
competition, regulations of management practices, family ownership,
relational contracts etc. (Nicholas Bloom and Van Reenen, 2010; Gib-
bons and R. Henderson, 2012). However, managers’ experience is also
important since they can bring valuable knowledge (Mion and Opro-
molla, 2014; Mion, Opromolla, and Sforza, 2016; Meinen et al., 2018).
Finally, recent empirical literature has stressed the complementarity be-
tween management and FDI. Cho (2018) shows that foreign affiliates
bringing managers from parent firms are more productive, while Antras,
Rossi-Hansberg, and Garicano (2009) illustrate that the presence of mid-
dle managers in host country eases knowledge transmission from host to
home countries when communication technology in the host country is
poor.

On 23 June 2016, a referendum in the United Kingdom took place
asking the citizens whether they wanted to leave the European Union or
not. The ”leavers” won and since January 2020, the UK is officially out
of the European Union. Such a decision has potential implications for
the domestic economy. Consequently, several scholars try to shed light
on this issue. Dhingra et al. (2017) simulate different Brexit scenarios,
predicting a reduction in households’ welfare and per capita income due
to trade restrictions while Cappariello et al. (2020) underline that dense
global value chains between the UK and the EU countries boost welfare
losses. Apart from limitations in bilateral trade, Brexit implies some bar-
riers to migration. Ortiz Valverde and Latorre (2020) estimate the effect of
a reduction in migrant inflows. Their findings suggest increasing wages,
but per capita GDP drops. From our side, we believe our study is help-
ful to understand the importance of foreigners in the production process
and observe whether barriers in international mobility indirectly affect
domestic competitiveness.
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Eventually, the main question we introduce in Chapter 3 is the fol-
lowing:

• How do foreign managers affect productivity in UK firms?

Our evidence indicates that domestic firms become productive after
recruiting foreigners in their management team. In particular, we find
that previous industry-specific experience by foreign managers is the pri-
mary driver of productivity gains. Interestingly, we do not find any sig-
nificant impact on foreign-owned firms after hiring foreign managers. A
possible explanation is that productivity gains already took place after
the foreign acquisition or when they became part of a multinational en-
terprise. Therefore, hiring talents from abroad can be a good strategy for
domestic firms to compete foreign-owned enterprises.

1.3 Innovation in the ICT sector

So far, we have discussed agglomeration and foreign management as
drivers for competitiveness. Another aspect we consider in this thesis is
innovation. Indeed, past research stresses the complementarity between
innovation and agglomeration and the existence of innovative clusters
within countries (see for instance Carlino and W. R. Kerr, 2015). More-
over, innovation is a mechanism through which migrants affect domestic
countries’ economy. A skilled workforce may decide to relocate abroad
and transfer their knowledge as they expect high future returns. Labour
diversity and variation of ideas may facilitate knowledge creation. Mi-
grant communities may diminish information and communication be-
tween origin and destination countries5.

Innovation is one of the most critical drivers of competitiveness. P.
Geroski, Machin, and Van Reenen (1993) highlight that companies en-
gaging in innovation can accommodate the market needs, while reces-
sion effects are smooth for innovative companies. The association be-
tween R&D and productivity is an old question and it has been thor-

5See Nathan (2014) for a discussion about innovation as a mechanism for knowledge
diffusion through high-skilled migration.
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oughly studied in the past (see, for example Mansfield, 1980 and Hall
and Mairesse, 1995). Syverson (2011) explicates in detail the determinant
factors of productivity. Among others, he mentions the important role of
IT capital and product innovation. The ability of a firm to alter its prod-
ucts may lead to productivity gains. Furthermore, he stresses that it is
crucial to explore further the nexus between technology and productiv-
ity within industry.

Technological change is a crucial factor for economic growth. The the-
oretical framework regarding endogenous growth theory was updated
and established in the early 90s (Romer, 1990; Aghion and Howitt, 1990;
Grossman and Helpman, 1991), while subsequent firm-level analyses in-
vestigate in detail the nexus between innovation and growth. Del Monte
and Papagni (2003) focus on the Italian case and they find that companies
investing in R&D are more competitive and they have a higher growth
rate than those not engaged in R&D. Interestingly, they do not find any
association between R&D and profits because of rivals that copy innova-
tive techniques. The latter is a particularly important issue for business
owners. Firms engage in R&D to increase their intangible assets and ben-
efit from new technologies. To obtain exclusive rights for an invention,
they refer to responsible bodies and apply for a patent. 6 These bodies
test the originality of the innovation and then decide whether to provide
intellectual property rights (IPR) or not.

The role of IPR is interesting from an economic point of view. On the
one hand, property rights from innovation prevent rivals from imitat-
ing their novel techniques and hence provide a competitive advantage
on the owners. Indeed, while firms increase revenues through patent-
ing, competitors may be excluded from copying and utilizing technol-
ogy (Roemer-Mahler, 2013). On the other hand, this exclusion may have
implications for competition. IPR restrict the free distribution of knowl-
edge and may lead to monopoly and hence distortions in the allocation
of resources (Stiglitz, 2007). From a different point of view, Acemoglu
and Akcigit (2012) develop a model to show that when authorities grant

6For more information, see: https://www.wipo.int/patents/en/faq_
patents.html
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IPR to the best performers, less advanced firms may be motivated to in-
crease R&D to have a higher probability of giving a patent. However,
P. A. Geroski (1990) argues that monopoly does not stimulate innovative
activity, expressing some doubts on whether authorities should enhance
the existence of leaders in a market.

In Chapter 4 we focus on the implications of intellectual property
rights on competition of a growing high-tech sector, namely ICT. Over
the last decades, ICT products and services are important for firms’ ev-
eryday operations, since they are used as intermediate or capital goods
in the production process. The share of value-added in the ICT sector
in OECD economies has risen from 7.7% in 1995 to 8.3% in 2009 (OECD,
2013). Stylized facts from Eurostat indicate that in the EU for the period
2013-2018, value-added increased by 31% for ICT manufacturing and al-
most 27% for ICT services7.

The benefits of investing in ICT are anchored in the adoption of new
technologies and its complementarity with either the organizational cap-
ital (Brynjolfsson and Hitt, 2003; Commander, Harrison, and Menezes-
Filho, 2011; Milgrom and Roberts, 1990) or with intangible assets (Khanna
and Sharma, 2018; Chen, Niebel, and Saam, 2016). Thus, policymakers
and businesses tend to focus their attention on emerging digital tech-
nologies, facilitating long run-development. To this end, we investigate
the role of innovation within ICT industries. A study by Koutroumpis,
Leiponen, and Thomas (2020) on ICT producers shows that R&D boosts
revenues. However, the rising market power of few Big-Tech companies
is an ongoing discussion in the media8. To this end, we are interested in
the effect of IPR from innovation on firms’ efficiency and market compe-
tition, introducing the following research questions:

• What is the effect of patenting on market share and productivity of
ICT firms?

• How do market allocation dynamics act over the years?

7https://ec.europa.eu/eurostat/statistics-explained/index.php?
title=ICT_sector_-_value_added,_employment_and_R%26D&oldid=521086

8see for instance https://www.economist.com/films/2021/05/21/
why-americas-mighty-technology-companies-are-so-powerful
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We find that companies increase market share after granting patents.
However, even though patentees appear to be more productive, we do
not observe any causal effects of patenting on productivity. Moreover, we
find that production resources are allocated efficiently. Therefore, even
though patenting does not provide productivity gains, productive firms
are still the market leaders.

1.4 Contributions

This section presents the contribution of each chapter of the thesis.

1.4.1 Regional Disparities and Firms’ Agglomerations in
Italy

The contribution of Chapter 2 is twofold. At first, we apply an unsu-
pervised machine learning clustering algorithm called OPTICS (Ankerst
et al., 1999) using geo-coded information of Italian manufacturing firms
to detect clusters of firms with close geographic proximity, neglecting
administrative borders. Therefore, we add our work to a recently de-
veloped stream of literature that considers detailed geo-location data to
study agglomeration economies. At a second stage, we explore the extent
to which these clusters explain agglomeration externalities and market
selection mechanisms. To do so, we apply an econometric model devel-
oped by Combes et al. (2012) and we estimate those two mechanisms
simultaneously through the productivity distribution of firms inside and
outside clusters.

1.4.2 Talents from Abroad: Foreign Managers and Pro-
ductivity in the United Kingdom

In Chapter 3 we perform an empirical exercise to test the impact of for-
eign managers on firms’ competitiveness. The availability of detailed
data on firms’ managers allows us to observe the direct effects after re-
cruiting foreign managers. Although recent literature has stressed the
role of managers’ mobility on firms’ export performance, there is only
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scant evidence regarding the impact on productivity. Therefore, we go a
step back to explore whether the recruitment of foreign managers leads
to efficiency gains before improving internationalization. Our identifi-
cation strategy consists of a propensity score matching and a difference-
in-difference technique, following similar approaches that examine the
impact of foreign acquisitions on productivity (Arnold and B. S. Javor-
cik, 2009; Bircan, 2019; B. Javorcik and Poelhekke, 2017).

1.4.3 What do Firms Gain from Patenting? The Case of
the Global ICT Industry

In Chapter 4 we shed light on the nexus between patenting, productivity
and market competition between firms operating in the ICT sector. Given
the emergence of digitalization and the rise of market power among the
Big-Tech companies, we believe that our contribution regarding the role
of property rights from innovation on market concentration and firms’
efficiency is crucial. Moreover, our empirical exercise is based on an
up to date difference-in-differences technique when for multiple periods
and variation in the timing of the treatment (Callaway and Pedro HC
Sant’Anna, 2020). Finally, we perform a descriptive analysis to observe
how market share is allocated over time.
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Chapter 2

Regional Disparities and
Firms’ Agglomerations in
Italy

2.1 Introduction

The productivity gap between North and South is probably the most
known and enduring feature of Italian economic geography1. At the
same time, the North of the country also hosts a significant concentra-
tion of business activity. Therefore, this chapter checks whether Italian
regional disparities are explained by an uneven distribution of economic
activities in space since previous literature predicts that an average pro-
ductivity advantage is expected in the presence of agglomerations of
firms and workers.

The contribution of this paper can be summarised in two points: the

1Considerable economic discrepancies between Northern and Southern regions are ob-
served since the reunification in 1861, when an agglomeration of manufacturing firms in a
few North-Western provinces was favoured by decreasing costs and trade barriers (Basile
and Ciccarelli, 2018; Rungi and Biancalani, 2019). Regional disparities existing before the
reunification were magnified in the wave of the industrial revolution (A’Hearn and Ven-
ables, 2013) based on different regional comparative advantages, for example, in the en-
dowments of water as the latter was an important source to produce hydroelectric energy
for mass production.
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first one is that we create clusters of geographically concentrated firms
that go beyond administrative boundaries. The second point is that we
study how regional productivity disparities interact with agglomeration
and selection mechanisms.

We start by providing a mosaic of preliminary evidence on the geog-
raphy of firm-level total factor productivity (TFP) in Italy. We show that
the North-South divide underpins a substantial heterogeneity in TFP dis-
tributions. As largely expected, mean TFPs are higher in the North than
in the South. Yet, notably, TFP dispersions follow an opposite pattern;
they are higher in the South than in the North. Interestingly, when we
look at details, we observe that the regional gap proves relatively more
profound on the first quartiles of the TFP distributions. In other words,
when we focus on the segments of inefficient firms only, we find the lat-
ter are relatively more inefficient in the South than in the North. On the
contrary, when we look across top quartiles of TFP distributions, we do
not find significant differences since most efficient firms are equally dis-
tributed throughout the country.

To get deeper into the geography of firm-level TFPs, we identify firms’
agglomerations at a fine-grained scale going beyond administrative bound-
aries. After deriving firm-level coordinates for 401,043 manufacturing
firms in the period 2007-2017, we implement an unsupervised machine
learning tool, OPTICS (Ankerst et al., 1999), to capture arbitrary-shaped
geographic clusters entirely based on geographical proximity. In other
words, unlike past applications, we look for productivity advantages in
a broader spectrum of agglomeration typologies, which can eventually
encompass both large cities and specialized industrial districts. The in-
tuition is that we just need to identify a minimum density of economic
activity that should characterize an agglomeration of firms, in a way to
encompass any type of agglomeration, be it an industrial district or a
urban area. Therefore, we can proceed with our empirical analyses by
qualifying ex post the type of agglomeration we are interested in, as well
as the optimal scale at which we can observe agglomeration advantages.

According to our preliminary findings, firms in geographic clusters
are ceteris paribus 4.5% more productive. Nonetheless, the advantage of
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being located in the North with respect to the South is far more consid-
erable and amounts to 32% higher productivity. It immediately emerges
that Italian regional disparities are preserved within firms’ agglomera-
tions, as we find an 85 percentage point difference between the most and
the least productive cluster, respectively, located in the North and the
South of the country.

Finally, we explore the role of market selection and agglomeration
economies, as they are the longest investigated drivers of differences
in the geography of productivity. The theory postulates that firms can
benefit from positive agglomeration externalities because local clusters
provide an easier exchange of goods, people and ideas (Glaeser, 2010).
On the other hand, local market selection implies that less-productive
firms cannot survive in most competitive markets. Larger markets bring
about tougher selection, thus higher aggregate productivity since only
more productive firms can survive to a more challenging business envi-
ronment (R. E. Baldwin and Okubo, 2006; Gaubert, 2018). In a signifi-
cant contribution, Combes et al. (2012) test simultaneously the presence
of both agglomeration economies and firms’ selection into local markets
under a unique framework. Starting from firm-level productivity dis-
tributions, they provide a way to quantify the relative importance of the
two distinct mechanisms. The central intuition is that these two channels
work on different parameters of the distributions. Therefore, one can eas-
ily compare productivity distributions between sparser and denser areas
to understand where the differences in parameters are. In the frame-
work proposed by Combes et al. (2012), one assumes that a denser area
presents a right-shifted distribution of firms’ productivities. The ratio-
nale is that local interactions among firms and workers generate agglom-
eration externalities for all. Thus all firms in denser areas will locate rela-
tively more to the right than in sparser areas. At the same time, according
to Combes et al. (2012), one would expect a higher dilation and a higher
truncation of productivity distributions in a denser area. As for the dila-
tion, the idea is that not all firms may equally benefit from agglomeration
economies, with an asymmetry over the distribution. As for truncation,
one would expect that market competition is tougher in denser areas,
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where inefficient firms are more likely pushed out of business. For a pre-
vious application of the same empirical framework in the Italian case,
see also Accetturo et al. (2018).

Against this background, we apply empirics proposed by Combes
et al. (2012) in a comparison between firms located in clusters vis á vis
sparser areas, respectively in the North, Centre, and South of the coun-
try. Usefully, we check whether right shift, dilation, and left trunca-
tion parameters are significantly different within firms’ agglomerations
if compared to a control group made of firms that are not in geographical
proximity. Separate exercises on macro-regions allow us to investigate if
agglomeration externalities and local market selection can explain the
regional gap in productivity.

We find significant difference in right shift which is unequal across re-
gions. In fact, after controlling for dilation and left truncation, productiv-
ity appears to be larger on average by 4.59% in the North, 11.03% in the
Centre and 8.53% in the South. In the North and Centre, productivity dis-
tribution is also dilated, suggesting that agglomeration externalities are
even larger for the most productive firms, suggesting that workers’ and
firms’ efficiency is complementary. In other words, as it is assumed in
the analysis by Combes et al. (2012), workers are more productive when
they work for productive firms. In the South, the average agglomeration
advantage occurs to all firms equally, since we find no evidence of di-
lation. Finally, we find evidence on left truncation, however not robust
when we focus our analysis within regions. That indicates that our at-
tempt to capture agglomeration ex post might not be suitable when one
wants to proxy market selection dynamics.

Overall, our evidence suggests that clustering generates agglomer-
ation externalities that are heterogeneous across regions. It is possible
that Southern firms do not achieve a good match between the most com-
petitive firms and the most productive workers because the latter tend
to migrate to the Central or Northern regions. Accordingly, Central and
Northern firms choose from a larger pool of efficient human capital. When
located in dense clusters, it is easier for top performing firms to find and
recruit the best talents.
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Although it is beyond the scope of our chapter to understand why
the beneficial effects of agglomeration are asymmetric by geography in
Italy, we believe our findings are still helpful to understand that there are
specific segments of firms that actually drive regional divergence in pro-
ductivity, and which may require particular attention by policymakers.

The rest of the chapter is organized as follows. Section 2.2 provides
related literature, while we present data in Section 2.3. In Section 2.4,
we introduce the reader to the use of machine learning in firms’ geogra-
phy to derive local clusters. Section 2.5 discusses preliminary evidence
on regional disparities and agglomeration advantages. In Section 2.6, we
introduce empirical strategy and findings on agglomeration and selec-
tion forces across the country. Section 2.7 concludes.

2.2 Related Literature

Regional disparities are of serious concern in many countries. Differ-
ences across regions within countries are often more significant than be-
tween countries (Bluedorn et al., 2019). In the case of the US, Gaubert
et al. (2021) show how regional incomes have been diverging since the
late 1970s. In the European Union as a whole, some poorest regions that
joined after the enlargement of the 2000s could catch up to continental
average while others still fall behind (Crescenzi and Giua, 2020). To
tackle regional divergence, the European Union designs cohesion poli-
cies through so-called structural funds, whose effectiveness is often de-
bated (Boldrin and Canova, 2001; Fattorini, Ghodsi, and Rungi, 2020).

In this contribution, our focus is on Italy because the country is a
peculiar case study where regional disparities have been most persis-
tent (Iuzzolino, Pellegrini, and Viesti, 2013), dating back at least to the
reunification of the country in 1861. After 160 years, the North-South
gap remains one of the main problems on the political agenda. Stud-
ies based on empirical evidence from recent decades indicate regional
discrepancies increase in the country (OECD, 2018), and they are associ-
ated with considerable heterogeneity in terms of education, innovation,
institutional quality, and public investments. On top of that, labour con-
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tinues to migrate from the South to the North (EC, 2020), thus reinforcing
regional gaps with one-direction brain drain. Eventually, long-term insti-
tutional determinants seem to have affected historical differential growth
across Italian regions (De Blasio and Nuzzo, 2010).

We start by introducing a mosaic of novel stylized facts on the geog-
raphy of firms’ productivity, which we believe is interesting per se. At
first, we show that NUTS 3-digit regions geographically order average
TFPs on the map. At the province level, TFPs are on average higher in
the North and lower in the South. Beyond averages, we also show how
TFP dispersions are fundamentally different by geography at the NUTS
3-digit level, less dispersed in the North and more in the South (in line
with past evidence by Rungi and Biancalani (2019)). Such differences in
different moments of the TFP distributions pave the way for a thorough
investigation of the role of local agglomeration advantages.

Crucially, a connection between regional disparities and agglomera-
tion advantages was already made by Geppert and A. Stephan (2008) at
the European level. While looking at income disparities, the authors find
that agglomeration forces are associated with rising income disparities
within countries and between regions.

Yet, from our point of view, we argue that our link between agglom-
eration advantages and productivity disparities is more immediate than
the link with income disparities made by Geppert and A. Stephan (2008).
In this, we believe we are in line with seminal contributions that stud-
ied how densely populated areas provide firm-level productivity advan-
tages (Duranton and Puga, 2004; Combes et al., 2012; Behrens, Duranton,
and Robert-Nicoud, 2014; Gaubert, 2018). Indeed, there is a wider tradi-
tion of literature that aims at understanding whether location in an ag-
glomerated area affects firm-level economic performance (J. Henderson,
2003; Martin, Mayer, and Mayneris, 2011) and, as a result, the economic
growth of entire territories (Glaeser et al., 1992; V. Henderson, Kuncoro,
and Turner, 1995; Combes, 2000). Notably, Desmet and Rossi-Hansberg
(2014) generalize a model of an economy where firms’ performance is
in relation to space because firms can decide to innovate based on dif-
ferential transport costs and technology diffusion. Hereby, we mainly
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follow the empirical framework proposed by Combes et al. (2012), who
introduce a way of working on TFP distributions to detect simultane-
ous agglomeration advantages. Usefully, Combes et al. (2012) provide
a method to detect advantages brought both by positive local externali-
ties and market selection mechanisms. On top of static benefits, in our
analyses, we also control for the dynamic selection induced by sorting
of firms into more or less productive locations, as discussed in Gaubert
(2018). According to the latter, when more promising producers choose
where to establish their business, they will prefer to go where productiv-
ity advantages are already higher, thus possibly reinforcing initial spatial
disparities.

In line with Arimoto, Nakajima, and Okazaki (2014), our unit of ob-
servation is the firm located (or not) in a cluster, to which we apply the
empirical framework by Combes et al. (2012). In this regard, please note
that Accetturo et al. (2018) perform a previous application of the same
framework to Italian firms. They confirm that positive agglomeration
externalities benefit firms in Italian larger cities, although market selec-
tion emerges when one considers heterogeneous trade costs. Notably,
the authors show how the relative importance of agglomeration and se-
lection effects can vary depending on the different spatial scale that the
analyst considers.

Motivated by the latter evidence, we choose a fine-grained minimum
geographic scale based entirely on basic firm-level latitudes and longi-
tudes. Thus, we construct our firms’ clusters feeding geographic coor-
dinates to an unsupervised machine algorithm, OPTICS, designed by
Ankerst et al. (1999). We set a minimum density of business activity for
what a dense economic area should look like. Thus, our firms’ clusters
encompass agglomerations of different size and density firms, including
industrial districts and urban areas. In this way, we can make our anal-
yses robust to different types of agglomeration advantages ex post, in the
course of the following investigations. A minimum density allows us to
check thereafter at which scale we can retrieve productivity advantages
and start becoming regional disparities.

In this, we believe we are in line with the latest arguments by Du-

22



ranton and Puga (2020), who suggest that there is a need to adjust the
optimal scale of analyses according to the type of agglomeration advan-
tages one wants to capture. On the same topic, see also Rosenthal and
Strange (2020), who underline that agglomeration may occur at a very
close distance and the effects differ depending on the spatial scale one
chooses.

2.3 Data

We source firm-level financial accounts from ORBIS2, a commercial database
compiled by the Bureau van Dijk that collects balance sheets and income
statements from national public registries around the world. Usefully,
ORBIS also reports postal addresses of companies that we use for geo-
referencing business activities, as well as the dates of a firm’s entry and
exit that we use to check for market dynamics. For the purpose of this
study, we focus on Italian manufacturing companies with a stratified
sample that includes firms that report financial accounts needed to es-
timate TFPs, on one hand, as well as firms that report postal addresses,
on the other hand. To estimate firm-level production functions and de-
rive TFPs, we exploit data on value added, costs of materials, and num-
ber of employees. Our preferred methodology is the one proposed by
Ackerberg, Caves, and Frazer (2015), which controls for the simultane-
ity bias entailed by the choice of the production combination in response
to productivity shocks unobserved to the statistician. As it is by now a
standard in productivity studies, we offer a summary in Appendix A.1.

After a series of preparatory steps and a cleaning strategy, we end
up with a sample of 401,043 firms with geographic coordinates, of which
only a subset of 149,353 firms report complete financial accounts to es-
timate TFP for the period 2007-2017. In the following paragraphs, we
first describe how we obtain firms’ coordinates. Then, we report how we

2The Orbis database is increasingly used for firm-level studies that require compara-
ble financial accounts across multiple regions and countries. For previous works in re-
gional science and economic geography, see for example Cortinovis and Oort (2015) and
Crescenzi, Blasio, and Giua (2020).
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proxy entry and exit dynamics from firms’ original information. Finally,
we validate our final sample against official business demography.

2.3.1 Firm-level geographic coordinates

Our source provides complete postal addresses of sample firms. A par-
tial and incomplete exercise of georeferencing based on postal addresses
is done originally by the compilers of Orbis (54%). However, we do find
that the coverage extends only over about a half of our sample. There-
fore, we integrate missing coordinates using Google Maps Geolocation
API (38.4%) and Open StreetMap API (7.6%). We end up with a final set
of coordinates whose composition according to sources is displayed in
Table 2.1.

Table 2.1: Source of firm-level coordinates and data cleaning

Source of coordinates N. Firms % N. errors %
Google Maps 172,465 38.39% 9,152 50.84%
Open StreetMap 34,386 7.65% 1,017 5.65%
Orbis 242,411 53.96% 7,833 43.51%
Total 449,262 100.00 18,002 100.00

Original postal addresses at the firm level are sourced from Orbis, by Bureau van
Dijk. Compilers provide a partial geo-referencing with latitudes and longitudes. We
complement missing values with information from Google Maps Geolocation API and
Open StreetMap API. A cleaning strategy is implemented to take care of errors in ei-
ther source, when postal addresses do not plot on maps with a correct municipality.
Numbers in percentage points represent share on total.

As from the fourth column of Table 2.1, we find that coordinates are
not always correct. Failures in geolocation mainly depend on typos, dif-
ferent punctuations or different spelling of the postal addresses. Most of
these problems in disambiguation are usually solved by original sources
for latitudes and longitudes. Yet, some mistakes can still remain due for
example to changes in toponyms and street names since the original in-
clusion of the firm in the national registry, or imprecisions observed after
web scraping mass geocoded information from the online sources. In or-
der to ensure a minimum quality of the matching, we implement a proce-
dure that spots mistakes at the municipality-level. Thus, in our routine,
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companies located at given coordinates are projected on a map along
with the municipality they should belong to. If we find that point fea-
tures fall outside the municipality perimeter, we classify them as errors
and drop them from the sample. For sake of comparison, we source Ital-
ian administrative boundaries updated to 2019 from the national statis-
tics office, ISTAT. Eventually, we find that only about 4% of the firms have
unavoidable mistakes and have to be dropped from the original sample.

2.3.2 Market entry and exit

We derive entry-exit dynamics after considering the incorporation date
as the moment the firm has entered a market, and the date of failure as
the date it exited from the market. In Table 2.2, we report details on firm
status of exiting firms as it originally appears in the database. We assume
that a company has exited from the market when it is recorded as Active
(insolvency proceedings or default of payment), Dissolved, Bankruptcy, and
In Liquidation. Usefully for our purpose, the majority of sample exiting
firms come with a status date, when we assume that they exited from the
market. Only about 0.35% of Dissolved companies and 22% of companies
In Liquidation do not have a precise calendar date. In this case, we assume
that the actual market exit occurred in the first year in which sales are not
recorded in the database. Exiting firms in 2015 represents about 4.4% of
the active companies. For the same year, Eurostat Structural Business
Statistics reports a firm death rate of 5.7%.

Table 2.2: Firm exit from original data

Firm status N. of firms %
Active (insolvency proceedings or default of payment) 1,093 2.63%
Bankruptcy 11,990 28.88%
Dissolved 15,914 38.32%
In liquidation 13,125 31.61%
Total 41,522 100.00%

Original firm-level legal events, including legal status, are reported in Orbis, by Bureau
Van Dijk. We consider firms as exited from the market if their status is any of the ones
reported in the table. Status also comes with information on status date. If the latter is
missing, we consider the exit date as the year when sales are not recorded for the first
time.
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2.3.3 Sample coverage

To validate our data, we compare with business demography reported by
Eurostat Structural Business Statistics. Our firm-level sample is stratified
including a larger set of firms with information on coordinates, as from
the georeferencing exercise described in Section 2.3.1, and a set of firms
for which we have at disposal financial accounts. The reason why the
two sets do not coincide is that not all firms have an obligation to report
all balance sheet information. In the Italian case, the original provider
is the national registry (Registro delle Imprese) following national regula-
tion, according to which there are size thresholds3. In Tables 2.3, 2.4, and
2.5, we report geographic, industrial and firm size coverage, respectively.
We repeat the same exercise for both sample strata and compare with of-
ficial census statistics. Our aim is to check whether there is any sample
selection bias that we may want to address later in the analyses. Com-
parison is made with the latest available year as from Eurostat Structural
Business Statistics.

As largely expected, Table 2.3 shows that there is a bias by firm size,
which is relatively mild in the set of firms with cooordinates and more
important in the case of financial accounts for TFPs. In fact, we should
expect a total of about 83% of micro-firms with up to 9 employees if we
look at census data. Yet, we have about 74.5% and 50.5% of them, respec-
tively, in columns 5 and 7. Overall, we cover up to 54% of the population
in the georeferenced set and up to 25% of the population in the set of
financial accounts with observed coordinates.

When we look at the industry-level breakdown in Table 2.4, our sam-
ple shows relatively high correlations. Percentage shares computed on
geo-referenced firms and firm with financial accounts, respectively, show
a correlation of 0.96 and 0.82 with the census provided by Eurostat. Rel-
atively small discrepancies in the subsample of financial accounts are
mainly an indirect consequence of the absence of financial information

3According to regulations, companies must file in a complete format if two of the three
following criteria are fulfilled in the first year or for two consecutive years: i) total assets
bigger than 6, 650, 000 Euro; ii) revenues bigger than 7, 300, 000 Euro; iii) average number
of employees bigger than 50. Further simplifications have been implemented since 2016.
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about micro-firms, which are expected to be more present in some in-
dustries with a lower capital intensity.

A limitation of this study is that the fact that we are not able to con-
front with the universe of firms. This may affect the shape of our clusters.
However, when looking at coverage shares by NUTS 2-digit in Table 2.5,
any hint of sample selection disappears with correlations up to 0.99 and
0.98, possibly thanks to an even distribution of firms of different size
across regions.

Table 2.3: Sample coverage by size-class, reference year 2015

Size Class Eurostat SBS Coordinates sample TFP & coordinates sample
N. of firms % N. of firms % N. of firms %

0-9 Employees 321,837 82.67% 156,251 74.47% 49,265 50.49%
10-19 Employees 39,159 10.06% 27,800 13.25% 24,029 24.62%
20-49 employees 18,771 4.82% 16,578 7.90% 15,444 15.83%
50-249 employees 8,338 2.14% 7,927 3.78% 7,630 7.82%
250 employees or more 1,212 0.31% 1,256 0.60% 1,213 1.24%
Total 389,317 100.00 209,812 100.00 97,581 100.00

Note: we report firm size coverage of the sample set with geographic coordinates only
(columns 4 and 5), and with both coordinates and TFP estimated (columns 6 and 7).
Firm size is measured by number of employees. Population figures come from Eurostat
Structural Business Statistics in year 2015.
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Table 2.4: Sample coverage by industry, reference year 2015

Industry (NACE 2-digits) Eurostat SBS Coordinates sample TFP & coordinates sample
N. of firms % N. of firms % N. of firms %

Food 53,096 13.64% 37,360 11.60% 8,408 8.62%
Beverages 3,219 0.83% 3,064 0.95% 1,100 1.13%
Tobacco 6 0.00% 44 0.01% 12 0.01%
Textiles 13,866 3.56% 10,440 3.24% 3,496 3.58%
Wearing Apparel 28,865 7.41% 29,894 9.28% 4,648 4.76%
Leather 15,235 3.91% 14,043 4.36% 3,760 3.85%
Wood 28,163 7.23% 17,774 5.52% 3,320 3.40%
Paper 3,723 0.96% 3,349 1.04% 1,679 1.72%
Printing 15,109 3.88% 11,028 3.42% 3,291 3.37%
Refined petroleum 281 0.07% 336 0.10% 186 0.19%
Chemicals 4,308 1.11% 5,041 1.57% 2,606 2.67%
Pharmaceutical 453 0.12% 744 0.23% 392 0.40%
Plastic 9,971 2.56% 8,930 2.77% 4,640 4.76%
Non-metallic Mineral 19,189 4.93% 15,777 4.90% 5,031 5.16%
Basic metals 3,407 0.88% 2,894 0.90% 1,539 1.58%
Fabricated metals 63,185 16.23% 60,291 18.72% 21,181 21.71%
Computer, electronic, optical 4,912 1.26% 7,313 2.27% 3,031 3.11%
Electrical equipement 8,363 2.15% 8,703 2.70% 3,680 3.77%
Machinery 22,761 5.85% 21,258 6.60% 11,033 11.31%
Motor vehicles 2,242 0.58% 2,695 0.84% 1,198 1.23%
Other transport 2,409 0.62% 4,277 1.33% 1,197 1.23%
Furniture 18,108 4.65% 13,637 4.23% 3,978 4.08%
Others 29,488 7.57% 22,029 6.84% 3,365 3.45%
Repair and installation 38,958 10.01% 21,140 6.56% 4,810 4.93%
Total 389,317 100.00 322,061 100.00 97,581 100.00

Note: we report industry coverage of the sample set with geographic coordinates only
(columns 4 and 5), and with both coordinates and TFP estimated (columns 6 and 7).
Industries are classified following NACE rev.2 2-digit categories. Population figures
come from Eurostat Structural Business Statistics in year 2015.
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Table 2.5: Sample coverage by geography, reference year 2015

NUTS-2 Region Eurostat SBS Coordinates sample TFP & coordinates sample
N. of firms % N. of firms % N. of firms %

Piemonte 30,771 7.85% 22,356 6.94% 7,032 7.21%
Valle d’Aosta 678 0.17% 392 0.12% 101 0.10%
Liguria 7,646 1.95% 5,889 1.83% 1,303 1.34%
Lombardia 78,838 20.10% 62,083 19.28% 24,893 25.51%
Abruzzo 8,938 2.28% 8,028 2.49% 1,975 2.02%
Molise 1,729 0.44% 1,418 0.44% 272 0.28%
Campania 26,162 6.67% 28,478 8.85% 5,797 5.94%
Puglia 21,074 5.37% 17,084 5.31% 4,129 4.23%
Basilicata 2,863 0.73% 2,581 0.80% 483 0.49%
Calabria 8,034 2.05% 8,364 2.60% 937 0.96%
Sicilia 20,667 5.27% 18,839 5.85% 3,049 3.12%
Sardegna 7,406 1.89% 6,328 1.97% 1,089 1.12%
Trentino Alto Adige 6,293 1.60% 4,220 1.31% 1,297 1.33%
Veneto 44,701 11.40% 33,514 10.41% 13,191 13.52%
Friuli-Venezia Giulia 7,918 2.02% 5,849 1.82% 2,298 2.35%
Emilia Romagna 36,586 9.33% 28,848 8.96% 10,712 10.98%
Toscana 38,018 9.69% 28,096 8.73% 8,407 8.62%
Umbria 6,624 1.69% 4,816 1.50% 1,449 1.48%
Marche 16,222 4.14% 12,529 3.89% 4,270 4.38%
Lazio 20,978 5.35% 22,247 6.91% 4,897 5.02%
Total 392,146 100.00 321,959 100.00 97,581 100.00

Note: we report geographic coverage of the sample set with geographic coordinates
only (columns 4 and 5), and with both coordinates and TFP estimated (columns 6 and
7). Regions are classified following NUTS 2-digit categories. Population figures come
from Eurostat Structural Business Statistics in year 2015.

2.4 Detecting agglomerations of firms

2.4.1 A density-based procedure

In detecting firms’ agglomerations advantages, one meets with a com-
mon challenge in spatial analyses. Administrative boundaries are drawn
based on political and historical determinants, less on economic pat-
terns. Findings risk being biased because identical data points appear ei-
ther sparse or clustered depending on the shape of the boundary placed
around them4. The problem is also recently acknowledged in Duranton

4The modifiable areal unit problem (MAUP) is a source of statistical bias well-known
to scholars since Gehlke and Biehl (1934). It emerges either in the aggregation or disaggre-
gation of spatial phenomena into geographic units at different scales. Findings could be
affected by both the shape and scale of the aggregation units. For details, see also Arbia
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and Puga (2020), according to whom the increasing availability of geo-
referenced data allows adapting the definition of clusters to the actual
purpose of the analyses.

In this study, we are interested in capturing a broad spectrum of
firms’ agglomeration typologies to control at which scale (if any) one
could explain regional disadvantages. Therefore, we opt for an unsuper-
vised machine learning method that identifies arbitrary-shaped concen-
trations of business activity solely based on geographic information. OP-
TICS by Ankerst et al. (1999) is a density-based clustering algorithm that
we regard as the best solution because it is not essential to fix an a priori
number of clusters, and it complies with irregular shapes on maps. Sim-
ilarly to other density-based clustering algorithms, e.g., DBSCAN (Ester
et al., 1996), it works by detecting areas on maps where points are dense,
thus separating them from areas where points are sparse. Yet, gener-
ally, similar algorithms find clusters according to a unique density value
applied to the entire data set. Since one cannot expect a global density
parameter to be always valid in space, OPTICS overcomes this limit by
adopting a continuum of distance parameters, so that, given a minimum
number of points, it is able to pin down clusters of variable densities.
The latter is a desirable property for the scope of our research, where we
want to generalize the definition of firms’ agglomerations. Eventually,
the algorithm requires only an upper threshold to the range of distances,
{εi}, and a minimum number of points, M , as entry parameters.

To get more into OPTICS functioning, let us introduce some more
notation. We can define a εi-neighborhood of a firm-point as all the
firm-points that locate at distance εi. Therefore, we can define a core-
point a firm-point pi if its εi-neighborhood includes at leastM other firm-
points. In other words, the cardinality of the set of firm-points in the
εi-neighborhood is Card(Nε(i)), and it is Card(Nε(pi)) ≥ M . The latter
is also referred to as the core-point condition.

Thus, OPTICS works following two different concepts of distance
both represented in Figure 2.1a:

(1989).
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1. The core-distance of a firm-point pi, c(pi), is the minimum radius
such that Card(Nε(i)) ≥ M , i. e., the minimum distance required
to travel from pi to the minimum number of firm-points.

2. The reachability distance of a point pj with respect to a point pi is the
maximum between c(pi) and d(pi, pj), with the latter representing
the distance between pi and pj .

The algorithm randomly draws a firm-point, sets its reachability dis-
tance to undefined, and lists it in an ordered file which we here call Or-
derList. If the processed firm meets the core-point condition, it is subjected
to the analysis of its neighborhood, otherwise a new point is randomly
extracted from the database. When a core-point is found, all points in its
ε-neighborhood are written in a second file, the SeedList, and they are
sorted by their reachability distance from the core-point. The algorithm
then moves the points in the SeedList to the OrderList, one by one, ac-
cording to the lowest reachability distance, storing each time the reachabil-
ity value. Importantly, when OPTICS picks the next most reachable firm
from the SeedList, it checks whether the latter is a core-point itself before
moving it to the OrderList. Every time OPTICS encounters a core-point
while scrolling the OrderList, the latter is updated by adding the points
found in the ε-neighborhood of the current core-point and their respective
reachability distances. As for firm-points already enlisted in the SeedList, if
the current reachability distance is smaller than the stored one, the latter is
updated to the lower value. Once all firms in the SeedList are processed,
the procedure iterates by randomly picking a point not yet processed un-
til all the objects in the database are orderly stored in the OrderList with
their respective reachability distances.

Eventually, the latter values give information on the entire clustering
structure, which can be graphically represented in a so-called reachability
plot. In Figure 2.1b, we provide a visual intuition of a reachability plot
obtained at the end of a procedure. Reachability distances are reported
on the y-axis together with firm-points on the x-axis.

Flatter regions in the graph (in jargon, ’valleys’) represent areas where
firm-points are easily reachable from each other, thus possibly identify-
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ing firms’ clusters. On the other hand, ’peaks’ indicate that longer dis-
tances are needed to travel from one firm to another, thus possibly sep-
arating one firm agglomeration from another. Denser clusters lay lower
in the graph, in correspondence of smaller values of reachability distance.
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Figure 2.1: Graphical representation of OPTICS main features

(a) Core distance and Reachability distance

(b) Reachability plot

Denser Clusters

Sparser Clusters

Pi

Reachability 
distance of pi

Note: (a) Given a certain value of ε and M = 3, pi is a core point, and its core distance
is the radius required to travel to the second point of its ε-neighborhood. Note that the
core distance can never exceed ε. A reachability distance from pi is defined for each point
in the ε-neighborhood. Since the distance between pi and pj exceeds the core distance,
the reachability distance of pj will be equal to d(pi, pj). Viceversa, since pk stands at
a shorter distance from pi with respect to the core distance, reachability of pk from pi
coincides with the core distance. (b) After the reachability distances are computed for the
entire database, a reachability plot as in panel 2.1b is built. Points are reported in the
processing order on the x-axis, and their respective reachability distances on the y-axis.
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At this point, we are ready to outline the intuition behind clusters’
automatic detection. The latter crucially depends on the interpretation
given to the downward and upward slopes found at the starting and
ending of each ’valley’. This aspect is modulated by a third fundamental
parameter, ξ, which defines the steepness of the points a cluster should
start and end with. In practical terms, ξ should be set as the maximum
ratio between the reachability distances of two points:

r(pi)

r(pj 6=i)
≤ (1− ξ) (2.1)

r(pi)

r(pj 6=i)
≤ (1− ξ)−1 (2.2)

with ξ ∈ [0, 1]. The first equation holds for the end of clusters and
the second for the start. Based on ξ, the algorithm recognizes the areas
of the reachability plot that accomplish the following set of conditions. A
potential cluster ending (starting) area should begin and terminate with
two adjacent points that meet the steepness condition in Eq. 2.1 (Eq.
2.2). Within this area, the reachability distance of a point pi should never
be lower (higher) than the reachability distance of point pi−1. Finally, a
cluster ending (starting) area cannot contain more than M points.

The visualization in Figure 2.2 might help to understand the meaning
of ξ. For relatively small values of ξ, even slight differences in the reach-
ability distances are sufficient to mark the boundaries of a cluster. As in
Figure 2.2a, this results in a greater number of clusters of reduced size in
terms of points. As the value of ξ approaches 1, the steepness condition
imposed on downstream and upstream areas becomes stricter. As a con-
sequence, OPTICS will recognize an ever smaller number of increasingly
larger clusters (see Figure 2.2b and 2.2c).
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Figure 2.2: Effect of ξ setting

(a) Low ξ

(b) Medium ξ

(c) High ξ

Note: We simulate a reachability plot to show how ξ setting affects cluster detection. We
assume three levels for the ξ parameter. Very small values of ξ (2.2a) imply that virtually
every ’valley’ in the plot is considered a cluster. As ξ switches to a medium level (2.2b), the
number of clusters decreases. Clusters 2, 3, and 4 from panel a) are merged into a larger
one, as the ’peaks’ separating them are no longer steep enough. Finally, only two large
clusters are found at very high levels of ξ (2.2c).
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In this context, several solutions of ξ can make sense depending on
the granularity scope of the analysis, as originally remarked by Ankerst
et al. (1999).

2.4.2 Our application

We run OPTICS on the set of firm-level coordinates obtained as from Sec-
tion 2.3.1. Since no distance is specified, a default ε equal to the highest
core distance found in the sample is automatically set5, thus, a manual set-
ting is required for two parameters only, M and ξ. These are defined as
the result of a fine-tuning based on our prior albeit limited knowledge
about the existence of firms’ agglomerations in Italy.

Briefly, we pick as entry parameters those values that return the most
realistic picture of what happens in selected areas, where some agglom-
erations had been already mapped. Then, we extend parameters from
those limited areas to the entire Italian territory.

At first, we evaluate a variety of sources, including the list of indus-
trial districts issued by official statistics offices (ISTAT, 2015), the regional
law in Lombardy addressed to industrial districts (Decision of the Lom-
bardy Regional Council No 7/3839 of 16 March 2001, complying with
Regional Law No 1/2000), as well as the industrial areas monitored by a
commercial bank (Intesa San Paolo, 2015) and by an ad-hoc observatory,
(Osservatorio Nazionale dei Distretti Italiani, 2015). More than often,
sources are contradictory as how many clusters there are. Most sources
do not report precise information on the actual geographic boundary of
firms’ clusters, as they loosely relate to the wider region on which they
could be found.

Please note that our scope is to encompass different types of agglom-
erations, which may include also industrial districts as a special cate-
gory.6

5Using the maximum core distance better ensures an accurate reproduction of the natural
grouping structure of the database in the reachability plot (Ankerst et al., 1999).

6Please note a disconnection between studies that empirically observe the evolution
of industrial districts and the ones that model the more general impact of agglomeration
economies. Industrial districts in the original definition of Marshall (1920) are viewed as
places where workers and firms co-locate and specialise in a main industry. Yet, agglom-

36



Yet, previous experience in mapping industrial districts is extremely
valuable to us. We take it as a departing point to fine-tune our algorithm
and identify the optimal value of ξ, and the number of minimum firm-
points, M , which we expect in a firms’ agglomeration. For our approxi-
mation, we decide to pick baseline parameters ξ = 0.45 and M = 350.

Based on previously identified baseline parameters, we are able to
draw 184 clusters of firms in Figure 2.3. Furthermore, we visualise the
way in which our OPTICS polygons overlap with NUTS 3 regions (Fig-
ure 2.4). Prima facie, we observe that they are homogeneously distributed
along the entire Italian territory. There is no specific pattern that we
can observe making a difference between the North and the South of
the country. This is in line with what we know of the country’s man-
ufacturing system, which is traditionally not concentrated in a few ge-
ographic areas. Denser areas inside clusters collect about 76% of total
sample firms. Looking at clusters up close, we note that they capture dif-
ferent types of agglomerations including both urban areas and industrial
districts . However, please note that clusters tend to spread on a wider
geographic area in the South, while they are smaller and more compact
in the North.

eration advantages are mainly studied as originated within ’cities’, where the latter are
usually proxied by administrative boundaries. See also Combes (2000) and Gaubert (2018).
Our general definition based exclusively on firms’ densities allows us encompassing both,
provided that a minimum density of business activities is retrieved.
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Figure 2.3: Italian manufacturing clusters, 2007-2017

Note: OPTICS clustering on ORBIS data with ξ = 0.45 andM = 350. Note that colours
do not uniquely identify clusters. Companies that are not assigned to any cluster are
marked in grey.
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Figure 2.4: Firms’ clusters vs. NUTS 3-digit administrative boundaries

Note: Green polygons represent firms clusters, often overlapping across NUTS 3-digit
regions framed in black. NUTS3 regions striped on the inside correspond to Predom-
inantly Urban areas, as defined by Eurostat (provinces where the share of population
living in rural areas is below 20), and Metropolitan regions as defined by OECD (combi-
nations of NUTS3 populated by at least 250,000 inhabitants).
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2.5 Stylized facts

In this section, we provide novel stylized facts on the North-South pro-
ductivity gap and on the benefits from firms’ agglomerations. For our
purpose, we rely on estimates of Total Factor Productivity (TFP) at the
firm-level following the methodology by Ackerberg, Caves, and Frazer
(2015). Preliminary evidence reported here will thus pave the way for an
informed discussion of empirical findings in the following sections.

2.5.1 North-South productivity gap

The first stylized fact we provide is illustrated by Figure 2.5, where we
show averages and standard deviations of (log) TFP, respectively, for
each NUTS 3-digit region in Italy in the reference year 2015. As largely
expected, average (log) TFPs are bigger in Northern regions and they
drop as we move along the map to the South (blue map). Yet, an op-
posite pattern is detected in the case of standard deviations, since we
observe firm-level TFPs are more dispersed in the South of the country
(red map). This is an interesting insight into the heterogeneity of firm-
level TFP distributions by geography7. Geographic patterns are similar
for every year we consider from our albeit short timeline at disposal.

We believe the latter evidence specifically pinpoints to an appraisal
of differences in TFP distributions as due to different local mechanisms
of agglomeration and market selection that are worth further investi-
gations. As from previous literature (Combes et al., 2012), we know
that TFP firm-level distributions contain non-trivial information on how
firms are actually benefiting (or not) from agglomeration economies.

7For a previous reference on a similar finding, see Rungi and Biancalani (2019).
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Figure 2.5: Mean and standard deviation of (log) TFP in NUTS 3-digit re-
gions, year 2015

*

However, when we look at aggregate trends, production dynamics
keep diverging at a regional level8. In Figure 2.6, we register a general
downfall in mean TFP in the country after the financial crisis in 2007-
2008, which is particularly harsher in the South. The difference in recov-
ery speeds since 2011 has contributed to widening the gap because the
Centre diverges towards Southern flatter growth rates.

8From now on, we define the unique aggregate of NUTS1 regions ”NorthEast” and
”NorthWest” Italy as ”North” and the unique aggregate of the NUTS1 regions ”South”
and ”Islands” as ”South”. ”Centre” remains the same as the NUTS1 definition.
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Figure 2.6: Mean (log) TFP by macro-region, trend 2007-2017

Note: Regions are defined following NUTS 1-digit classification. North West and
North East as well as South and Islands are reported as unique aggregates (called
”North” and ”South” respectively).

Yet, previous aggregate trends may hide different patterns when we
specifically consider firm-level heterogeneity. To check for the latter, we
run a quantile regression at the beginning and the end of our period,
respectively in 2007 and 2017, whose dependent variable is firm-level
(log of) TFP and whose only regressor is a binary indicator equal to 1 if a
firm operates in the North, and 0 if the firm is located in the South. Firms
located at the Centre are excluded here. For the sake of reference, we plot
results against a simple least-squares estimate in Figure 2.7.

What we observe is that the productivity gap develops along the en-
tire distribution, although unevenly. It gradually decreases as we move
from the bottom to the top of the distribution. The latter feature persists
throughout the decade, while, over time, the divide has increased in each
productivity class and has become even more heterogeneous. Nonethe-
less, the most considerable gap is present on the left tail. It implies that
firms with the lowest levels of TFP play a major role in dragging down
the aggregate productivity trend of the South with respect to the North,
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as we observe in Figure 2.6.

Figure 2.7: TFP distributions and regional disparities - Quantile regressions

Note: We illustrate the findings of quantile regressions whose outcome is (log of) TFP
by including as a regressor a dummy variable equal to 1 for companies operating in
the North, and 0 for companies operating in the South. Firms operating in the Centre
are excluded. No firm controls are included and we control for robust standard errors.
We report 95% confidence intervals. As a reference point, we plot OLS estimate on the
horizontal line. First and last year are reported.

2.5.2 Ranking clusters by productivity

We now evaluate how the productive dichotomy between North and
South appears when we observe it through the lens of our firm clusters.
Is the regional gap still so sharp when denser areas only are considered?
Do we find any interesting exception among business agglomerations?
To address these questions, we qualify each cluster by the average pro-
ductivity difference with respect to the best performer and rank accord-
ingly. We regress firm-level TFP (in logs) on cluster-id indicators accord-
ing to the following specification
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logTFPicjt = α+ β clusterIDc + δ Xicjt + γt × ηj + εicjt (2.3)

where Xicjt is a set of firm-level controls including age, employment
and capital intensity for each firm i in cluster c, in industry j at time t;
γt and ηj are respectively time and 2-digit industry fixed effects and con-
sider β coefficients in an orderly fashion. The internal ranking thus ob-
tained can be observed in Figure 2.8. The most productive firm agglom-
eration extends over the urban area of Parma in North Italy. With some
exceptions, the map reveals a straightforward pattern wherein most pro-
ductive clusters (in dark green) are in the North, least productive (in red)
in the South. The Center is a transition zone where some very virtu-
ous agglomerations (see Tuscany) coexist with others that become grad-
ually less efficient when descending towards the South. A more detailed
analysis is facilitated by Table 2.6, where coefficients of the cluster fixed
effects clusterIDc for top and bottom performers are reported. There is
a high productivity dispersion across clusters located in different areas,
up to a maximum of 85 percentage points (log units 0.614) difference
between the best performer and the very last one, respectively located
in the North and South. The top ten performers are in Lombardy, Emilia
Romagna, Alto Adige and Tuscany, and are quite heterogeneous by type.
Indeed, among the most productive clusters, there are some overlaid
onto cities (Parma, Bolzano, Sassuolo, Piacenza, Crema), and others coin-
ciding with well-known industrial districts. For example, the second best
is in Tuscany and corresponds to the industrial district of Santa Croce
sull’Arno, which is specialized in leather and footwear production.
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Figure 2.8: Ranking clusters by productivity gains

Note: OPTICS clusters are ordered according to their average (log) TFP difference with
respect to the top performer. Each polygon is labeled by its position in the ranking.
Quantiles of the internal percentage gap distribution are reported in graduated colors.
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Table 2.6: Internal productivity ranking of firm clusters: top and bottom
performers

Top 10 Performers Bottom 10 Performers
Ranking β̂ Ranking β̂

2 -0.042*** 182 -0.614***
3 -0.046 181 -0.574***
4 -0.065*** 180 -0.553***
4 -0.065*** 179 -0.552***
5 -0.067** 178 -0.544***
6 -0.070*** 177 -0.534***
7 -0.076*** 176 -0.531***
8 -0.084*** 175 -0.523***
9 -0.085*** 174 -0.514***
10 -0.096*** 173 -0.508***

Note: Each coefficient measures the difference in productivity between each cluster
and the cluster with the highest productivity level. The latter extends over the urban
area of Parma. *, ** and *** stand for p < 0.1, p < 0.05 and p < 0.01, respectively.

Overall, the regional divide is confirmed, and we find no relevant
exceptions among firm agglomerations such that the North-South hier-
archy is upturned.

2.5.3 Regional gaps and firms’ agglomerations

At this point, we still have to clarify the effect of the spatial concentration
of manufacturing activity in terms of productivity. Based on akin litera-
ture and previous findings, we expect our clusters to enclose an average
productivity boost, as they arise at locally significant firm density9.

We adopt the same base model as in Eq. 2.3 and replace the cate-
gorical of interest with a dummy variable indicating whether or not a
company belongs to a cluster. We also consider a regional categorical

9Theoretical literature predicts agglomeration forces to trigger productivity improve-
ments. Yet, the empirical results brought in support of this thesis are usually found either
within large cities (defined according to population), or within specialized industrial dis-
tricts (defined according to specialization indices). In this chapter, agglomeration is mea-
sured in terms of the sole firm density criterion. Thus, we ignore sector-specificity, as well
as city size.
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and specify the North as reference. Moreover, we add a categorical vari-
able for the macro regions and we cluster standard errors. According
to the outcome reported in Table 2.7, the first two specifications reveal
that being part of an agglomeration of companies positively affects pro-
ductivity, although the macro-region advantage is far larger. Indeed, a
company located in the North is on average more efficient by almost 32
percentage points (e0.2787 − 1 ' 0.321) than one located in the South,
whereas a company located in a cluster is on average more productive
by 4.5 (e0.0442−1 ' 0.452) percentage points than one located in a sparse
area.

47



Table 2.7: The relationship between firm agglomeration and firm-level pro-
ductivity

(log) TFP (1) (2) (3)

Inside clusters 0.0442***
(0.0116)

Centre -0.1083*** -0.1118***
(0.0164) (0.0262)

South -0.2750*** -0.2787***
(0.0088) (0.0209)

Inside clusters x Centre -0.0998***
(0.0308)

Inside clusters x South -0.2701***
(0.0246)

Outside clusters x North -0.0330**
(0.0155)

Outside clusters x Centre -0.1783***
(0.0169)

Outside clusters x South -0.3353***
(0.0169)

Observations 874,855 874,855 874,855
R2 0.2646 0.2652 0.2654
Firm controls Yes Yes Yes
Industry × Year FE Yes Yes Yes

Note: Firm-level controls include age, employment and capital intensity (in logs). Er-
rors are clustered at 2-digit industry level in column (1). Two-way clustering of stan-
dard errors at cluster and 2-digit industry level in columns (2) and (3). *, ** and ***
stand for p < 0.1, p < 0.05 and p < 0.01, respectively.

In the third column, we consider the interaction between macro re-
gion and cluster membership. We compare each coefficient with the cat-
egory Inside clusters × North. We observe that firms based in a Northern
cluster are on average more productive than those located in the Centre
by 10.5% (e0.0998 − 1 ' 0.105) when they fall into an industrial agglom-
eration, otherwise, the TFP differential increases to 19.5% (e0.1783 − 1 '
0.195). The TFP gap is even larger in the South. Specifically, firms located
in Northern clusters are more productive by 31% (e0.2701 − 1 ' 0.310)
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when Southern firms are inside clusters and 39.8% (e0.3353 − 1 ' 0.398)
when outside. Overall, inside areas where the manufacturing activity is
dense, the regional productivity gap is slightly dampened.

2.6 Empirical strategy and results

Our preliminary exercise indicates some productivity premia for compa-
nies located inside clusters. In our main analysis we examine whether
this productivity advantage is related to agglomeration and selection
mechanisms. Furthermore, we investigate whether the relative impor-
tance of these two drivers differ according to the geographical area. In
that way, we provide some insight into the role of agglomeration on re-
gional disparities.

We apply the empirical framework by Combes et al. (2012) using our
scope of firm clustering (Section 2.6.1)10. As Arimoto, Nakajima, and
Okazaki (2014) show, the model can be applied for cases where we con-
sider regions based on firm density. Therefore, we estimate the rela-
tive agglomeration externalities simultaneously with firm selection for
companies inside clusters. To do so, we compare the productivity dis-
tribution between companies in dense and non-dense areas by estimat-
ing three parameters to quantify the relative right shift, dilation and left
truncation. A distribution is right-shifted when all firms’ productivity
in dense areas is larger because of interactions among contiguous com-
panies. Hence, the right shift parameter is a proxy for agglomeration
externalities. The dilation parameter indicates how dispersed a produc-
tivity distribution is, suggesting productivity advantages are not equal
in each distribution tail. When dilation is combined with right shift, pro-
ductivity advantages in large cities are even larger for the most produc-
tive companies, due to the assumption that a worker is more productive
when working at a more efficient company. Left truncation occurs when
inefficient companies are not able to survive due to fierce competition.
Hence it is a proxy for market selection.

10The model has been also reproduced by Accetturo et al. (2018) for the case of Italian
cities
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Figure 2.9 illustrates a visual representation of what each parameter
represents. In each panel, the dashed line depicts a hypothetical distri-
bution of log TFP for companies that are outside clusters while the solid
curves concern distribution of firms inside clusters. We hypothesize a
right shift due to agglomeration externalities (panel (a)), a left truncation
due to market selection (panel (b)) and a relative higher (> 1) or lower
(< 1) dilation in the distribution of firms inside clusters (panel (c)).

Figure 2.9: Three potential transformations of the log productivity distribu-
tion due to geographical agglomeration

Note: The above distributions are simulated for illustrative purposes only. The dashed
blue line hypothetically corresponds to sparse areas. The black solid line hypotheti-
cally corresponds to dense areas. In panel a, a right shift of the distribution is simu-
lated as consequence of agglomeration economies. Panel b shows the left truncation
brought on by the selection mechanism. Panel c depicts the dilation effect. A dilation
coefficient higher than one means that, inside denser areas, the distribution is more
dispersed. The opposite is observed when the coefficient is lower than one.

2.6.1 Econometric approach

The model starts with the definition of two distributions with cumula-
tive density functions Fi and Fj , where i are firms located inside clusters
and j are firms located outside clusters, and an underlying distribution
with cumulative density function F̃ . The main assumption is that, to ob-
tain the function Fi of log TFP (φ) for firms located inside clusters, one
should (i) right-shift by Ai, (ii) dilate by Di the underlying distribution
with cumulative density function F̃ , and (iii) and left-truncate its values
by Si ∈ (0, 1). In a similar way, the density function Fj of φ for firms lo-
cated outside clusters can be derived by the right shift, dilation and left
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truncation parameters Aj , Dj and Sj ∈ (0, 1) respectively. As mentioned
in the previous section, these parameters denote the relative agglomer-
ation externalities and selection effects between companies inside and
outside clusters.

The cumulative distributions of the firms inside clusters i and outside
clusters j are defined as follows:

Fi = max

0,
Fj

(
φ−A
D

)
− S

1− S

 , if Si > Sj (2.4)

Fj = max

{
0,
Fi(Dφ+A)− −S

1−S

1− −S
1−S

}
if Sj > Si (2.5)

whereD = Di

Dj
, A = Ai−DAj and S =

Si−Sj

1−Sj
. ParametersA,D and S

indicate the relative right shift, dilation and left truncation between firms
i and j.

Following the quantile specification of the model and after a change
in variables, we end up to the following equation:

λi(rs(u)) = Dλj(S + (1− S)rs(u)) +A for u ∈ [0, 1] (2.6)

where λi(u) = Fi(u)−1 is the uth quantile of Fi and λj(u) = Fj(u)−1

is the uth quantile of Fj , rs(u) = max(0, −S1−S ) +
[
1−max(0, −S1−S )

]
u.

Eq. 2.6 indicates the association between the quantiles of the log pro-
ductivity distribution of firms inside clusters i and firms outside clusters
j through the parameters of relative shift A, relative dilation D and rel-
ative truncation S. The estimates for A,D and S are derived from the
following relationship:

mθ(u) = λi(rs(u))−Dλj(S + (1− S)rs(u))−A (2.7)

The estimator for θ = (A,D, S) is defined as:

θ̂ = argminθ

[∫ 1

0

[m̂θ(u)]2du+

∫ 1

0

[ ˆ̃mθ(u)]2du

]
(2.8)
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where m̂θ is the estimate ofmθ and ˆ̃mθ is the estimate of the following
relationship:

m̃θ(u) = λj(r̃s(u))− 1

D
λi

(
r̃s(u)− S

1− S

)
+
A

D
(2.9)

where r̃s(u) = max(0, S) + [1 − max(0, S)]u. The goodness of fit is
R2 = 1− M(Â,D̂,Ŝ)

M(0,1,0) .11

Finally, for each firm we consider the mean (log) TFP across our pe-
riod of analysis:

φ̂ =
1

T

T∑
t=1

φ̂t (2.10)

where T is the number of years.

2.6.2 Results

This section illustrates the results of our baseline analysis. We compare
firm-level productivity distributions inside and outside OPTICS clusters.
Table 2.8 reports the estimates for Â, D̂ and Ŝ for the whole sample and
by macro-region12.

Considering the whole sample, we observe a significant right shift
coefficient indicating positive agglomeration externalities for firms op-
erating in dense clusters (column 1). According to Combes et al. (2012),
agglomeration economies involve and benefit all companies, although
often unevenly. Adopting the authors’ point of view, we suppose that
high firm density implies that a larger pool of workers will exchange
knowledge. The productivity increase triggered by interactions is then
passed on from the employees to the companies for which they work. In
fact, Â = 0.0327 meaning that firms located inside clusters are on aver-
age more productive by e0.0327 − 1 = 3.32%. Right shift is observed in

11For more details about the analytical solution, see Combes et al. (2012). To estimate the
model we use the estquant command in Stata (Kondo, 2017).

12In line with Combes et al. (2012), we normalize our value of log TFP so the conditional
mean of log TFP for firms outside clusters to be zero. Moreover, we remove outliers at 1
percent in each tail of the TFP distribution.
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each region as well. Firms are on average more productive by 4.59% in
the North, 11.03% in the Centre, and 8.53% in the South.

The coefficient for dilation is larger and significantly different from
1. When we consider the whole country in our analysis, we find that
D̂ = 1.0622 (column 2). Productivity distribution is more dilated inside
clusters. When we focus on each region separately, we observe that dila-
tion occurs only in the North and Centre. The third Panel of Figure 2.9
might help to gain a better understanding. In the North and in the Cen-
ter, where D̂ > 1, productivity is more dispersed inside firm agglomera-
tions. In the South, we observe an insignificant coefficient, hence dilation
does not occur.

As Combes et al. (2012) suggest, when right shift is combined with di-
lation or when Â > 0 and D̂ > 1 simultaneously, productivity gains from
agglomeration externalities are greater for the most productive firms.
Here, right shift and dilation occur when we consider the country as a
whole and focus on the North and the Centre. The intuition is that work-
ers are more productive when working for more efficient companies.
However, this does not happen in the South. Productivity distribution
is right-shifted for firms inside clusters, but dilation is absent, meaning
that agglomeration externalities equally benefit all firms. This is indica-
tive of the best performers’ incapability to complement their production
techniques with human capital to boost competitiveness further. Over-
all, we find that our clusters indeed capture agglomeration externalities,
and they appear to be heterogeneous across regions.

Left truncation is significant when we run the regression at a national
scale (Column 3) with a coefficient of Ŝ = 0.0033. However, at a regional
scale significance disappears, casting some doubts on the robustness of
our results and on the ability of our clustering approach to capture se-
lection mechanisms. As illustrated in Figure 2.9, left truncation implies
an entire range of productivity values to disappear from the distribution
of the companies located inside agglomerations. For this to be achieved,
the selection effect should operate before companies enter the market.
Indeed, the selection we observe through Combes et al. (2012) method-
ology entails that inefficient companies do not even enter highly com-
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petitive markets. The direct consequence is that extremely low values of
productivity will not even show up in the distribution. Therefore, our
evidence regarding selection mechanisms directly affecting a company’s
entry choice is relatively weak.

Table 2.8: Relative agglomeration and selection between firms located in-
side and outside clusters

Â D̂ Ŝ Pseudo R2 Observations

Inside vs Outside 0.0327*** 1.0622*** 0.0033*** 0.9323 146,364
(0.0041) (0.0071) (0.0010)

Inside vs Outside (North) 0.0449*** 1.0700*** 0.0009 0.9799 86,317
(.0050) (.0082) (0.0013)

Inside vs Outside (Centre) 0.1046*** 1.0542*** 0.0011 0.9705 29,942
(0.0088) (0.0140) (0.0016)

Inside vs Outside (South) 0.0819*** 0.9872 -0.0010 0.9274 30,105
(0.0106) (0.0159) (0.0020)

Note: The table provides estimates for relative right shift, dilation and left truncation
between firms located inside and outside clusters. Bootstrapped standard errors with
100 bootstrap replications are in parentheses. In all regressions the bootstrap sampling
is done in the whole sample, considering all observed firms across the country. *, **
and *** denote that Â and Ŝ are different than 0 and D̂ different than 1 at 10%, 5% and
1%, respectively.

2.7 Conclusions

Productivity disparities across regions are typical in Italy, with the North
being consistently ahead of the South. Moreover, firms tend to co-locate
and benefit from agglomeration externalities. In our study, we capture
agglomeration using a machine learning density-based clustering algo-
rithm, developed by Ankerst et al. (1999) and applied to geocoded infor-
mation of firms. Our preliminary evidence confirms regional inequali-
ties. Companies in the Northern regions are the most productive. Fur-
thermore, we observe a large productivity dispersion in the South.

To consider agglomeration and selection effects simultaneously and
see how the estimates differ by region, we use the econometric approach
by Combes et al. (2012) to compare the distribution of firms’ productivity
inside and outside clusters in Italy as a whole and within macro-regions,
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using data on manufacturing companies for the years 2007-2017. Our
findings suggest agglomeration externalities generated for firms inside
clusters. Geographic proximity facilitates productivity gains through in-
teractions among firms.

Productivity distribution is right-shifted and dilated inside clusters in
the North and Centre. Based on the theoretical assumption by Combes
et al. (2012) about the complementarity of productivity between firms
and workers, the existence of a simultaneous right shift and dilation in
productivity distributions for firms inside clusters indicates that agglom-
eration externalities are even stronger for top producers. The same effect
does not appear in the South since we only observe a right shift in the
productivity distribution. Our evidence sheds light on regional dispar-
ities within Italy, indicating that top producers in the South are not as
capable as those in the North and Centre to take advantage of agglomer-
ation mechanisms to boost competitiveness even further. A possible ex-
planation could be that migrating efficient human capital from the South
to the North leads to better matching between the most productive em-
ployees and the most competitive companies. That matching is facili-
tated in areas with high firm density where recruiters may spot the best
talents. The brain drain in the South (EC, 2020) does not allow similar
mechanisms to occur.

Our results regarding selection effects are significant when we per-
form our analysis in the whole country, but significance vanishes when
we investigate each region separately. Therefore, we have only weak evi-
dence, and we cannot confidently argue that our clustering technique fa-
cilitates selection mechanisms. Market competition may exist at a differ-
ent spatial scale than clusters’ boundaries since the latter are only based
on firm density.
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Chapter 3

Talents from Abroad:
Foreign Managers and
Productivity in the United
Kingdom

3.1 Introduction

Over the last decades, workers’ mobility has increased dramatically. There
are already about 164 million migrant workers around the world (ILO,
2018) and, according to R. Baldwin (2016) and R. Baldwin (2019), we
should expect an ever-increasing global mobility of workers in the future
years after the adoption of new information technologies and further re-
duction in travel costs. Foreign employment in the UK has risen from
3.54% to 11.33% in the period 1997-2019 (ONS, 2019)1. Indeed, the United
Kingdom has been a desirable destination in the last decades, and a boost
in immigration rates has been at the core of the referendum campaign
that supported exit from the European Union. Crucially, workers’ inter-
national mobility facilitates transfer of knowledge among firms (Bahar

1Data until the first quarter of 2019.
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and Rapoport, 2018), possibly reducing transaction costs after they bring
valuable information on their origin countries (Gould, 1994; Parsons and
Vézina, 2018). The diversity brought by migrant workers can contribute
to firms’ relational capital and ability to market products internationally
(Parrotta, Pozzoli, and Pytlikova, 2014). In the long run, host countries
are better off thanks to greater product variety available in consump-
tion and intermediate inputs (Giovanni, Levchenko, and Ortega, 2015).
Nationality diversity among managers has also shown to be positively
associated with firm performance (B. B. Nielsen and S. Nielsen, 2013).

In this study, we specifically test how firms’ competitiveness is af-
fected by the mobility of a peculiar category of high-skilled workers,
the managers, as vital contributors to any firm’s organization. From
our point of view, a (domestic or foreign) manager’s ability to transfer
knowledge from previous positions is revealed when she implements
better managerial practices2 that determine the way other workers or-
ganize their productive activities. Yet, scholars have been rather silent
on the relationship between foreign management and productivity while
prioritizing the impact on export performance (Meinen et al., 2018; Mion,
Opromolla, and Sforza, 2016; Mion and Opromolla, 2014). From our per-
spective, the nexus between organization and productivity is of primary
order: foreign managers can have an impact (or not) on firms’ produc-
tive capabilities, which in turn may lead (or not) to better export per-
formance. Eventually, talents from abroad may bring tacit knowledge
that is beneficial to a firm whatever its strategy on domestic or foreign
markets.

We find that the recruitment of foreign managers has a positive and
significant impact (4.9%) on the Total Factor Productivity (TFP) of do-
mestic firms. In contrast, we detect no statistically significant impact
of foreign managers’ recruitment on foreign-owned companies’ produc-
tivity, possibly because alignments on managerial practices already oc-

2Our reference is to seminal works that show how good managerial practices explain
differences in productivities across firms and countries (Nicholas Bloom, Sadun, and Van
Reenen, 2016; Nicholas Bloom, Lemos, et al., 2014; Nicholas Bloom and Van Reenen, 2010;
Nicholas Bloom and Van Reenen, 2007; Bertrand and Schoar, 2003). See more details in
Section 3.2.
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curred at the moment of a takeover by foreign headquarters. We find that
productivity gains in domestic firms are mostly due to industry-specific
experience gathered by foreign managers in previous positions. We ar-
gue that market-specific knowledge allows recruiting firms to increase
both efficiency and volume of activity since we observe ex-post increases
in revenues, usage of intermediate inputs, and investment in fixed assets.

For our analyses, we take advantage of a novel dataset that matches
the individual careers of 115,505 managers and the financial accounts
of 10,238 firms in the United Kingdom in the period 2009-2017. From
our perspective, the UK is a compelling case study of a country that
is revising migration policies after exiting from the European Union.
We assess firms’ competitiveness by estimating Total Factor Productivity
(TFP) à la Ackerberg, Caves, and Frazer (2015), and we make our find-
ings robust to alternative methods by Wooldridge (2009) and Levinsohn
and Petrin (2003). Our identification strategy encompasses difference-
in-difference estimates controlling for pre-recruitment trends after im-
plementing a propensity score matching that matches treated firms with
nearest untreated neighbors along with different firm-level characteris-
tics (Abadie and G. W. Imbens, 2006; G. Imbens et al., 2004; Donald B.
Rubin, 2001). In our empirical setup, we build on previous scholars’
experience that tested productivity gains as a consequence of foreign
acquisitions (Bircan, 2019; Arnold and B. S. Javorcik, 2009; B. Javorcik
and Poelhekke, 2017). Our findings are robust to challenges on reverse
causality, sample composition effects, and alternative TFP methodolo-
gies.

The remainder of the chapter is organized as follows. Section 3.2 dis-
cusses our framework by nesting in previous literature. Section 3.3 de-
scribes the data set and draws attention to preliminary evidence. Section
3.4 introduces results on the relationship between foreign management,
market experience, and firms’ competitiveness. Section 3.5 discusses sen-
sitivity and robustness checks. Section 3.6 concludes.
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3.2 Related literature

The fundamental idea that good management correlates with efficient
usage of inputs is an old one that we date back to Walker (1887). How-
ever, empirical studies had to wait for good microdata on managers and
managerial practices (Syverson, 2011). In the last decade, a fruitful re-
search line highlights how different managerial practices can explain part
of the productivity gap across both firms and countries (Nicholas Bloom,
Brynjolfsson, et al., 2019; Bruhn, Karlan, and Schoar, 2018; Nicholas Bloom,
Sadun, and Van Reenen, 2016; Nicholas Bloom, Eifert, et al., 2013; Nicholas
Bloom and Van Reenen, 2010; Nicholas Bloom and Van Reenen, 2007;
Bertrand and Schoar, 2003). Recently, a study by Giorcelli (2019) shows
how specific management training can have an enduring impact on firms’
performances, up to fifteen years after the end of the program.

We relate to the above strand of research because we look at the role
of foreign talents after we assume that the main channel through which
any (domestic or foreign) manager can impact productivity is by setting
good managerial practices. Our primary intuition is that foreign man-
agers are a peculiar category of high-skilled migrants like engineers, re-
searchers, and other professionals (Nathan, 2014), whose occupation of-
ten requires a combination of advanced training and soft skills. Since we
already know from previous works that migrant workers increase the
TFP of firms in a region or a country (Beerli et al., 2018; Mitaritonna,
Orefice, and Peri, 2017), we reasonably expect that foreign managers
have no lesser impact given their crucial role in any firm’s organization.
In a general equilibrium model, Fadinger and Mayr (2014) show how an
increase in the share of skilled migrants can reduce unemployment rates
and brain drain in a country, with a magnitude that depends on the elas-
ticity of substitution between skilled and unskilled workers. In the end,
the international geography of skills can have aggregate and distribu-
tional impacts with significant consequences from a global perspective
(Burzynski, Deuster, and Docquier, 2020).

Our contribution also relates to previous works that test the causal-
ity direction from recruitment managers to better export performance
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(Meinen et al., 2018; Mion, Opromolla, and Sforza, 2016; Mion and Opro-
molla, 2014). From our viewpoint, we argue that the study of the impact
on productivity is of primary importance. An evaluation of firms’ pro-
ductivity gains should logically precede any increase in exporting activ-
ity. Indeed, recruited talents can be beneficial to firms whatever their
strategies on foreign markets. Thus, a company can benefit (or not) from
changes in managerial practices implemented by recruits, first improve
competitiveness, and then propose better on international markets. We
believe our approach is in line with previous scholarly efforts to predict
firms’ self-selection by productivity into an international status when
trade is costly (Melitz, 2003; Helpman, Melitz, and Yeaple, 2004; Melitz
and G. I. P. Ottaviano, 2008; Conconi, Sapir, and Zanardi, 2016). Against
this background, our stand is not in contradiction with the possibility
that some workers, including managers, are indeed poached to reduce
transaction costs and trade with specific destinations (Gould, 1994; Par-
sons and Vézina, 2018). In this case, one would still observe an improve-
ment in productivity due to lower trade costs, and then a boost in either
imports or exports, as demonstrated in the case of foreign workers in UK
services firms by Gianmarco I.P. Ottaviano, Peri, and G. C. Wright (2018).

Interestingly, in our contribution, we find that foreign managers’ re-
cruitment has a significant impact on domestic firms’ productivity, thanks
to the experience that recruits previously gathered in the same sector
of the recruiting firms. Thus, our findings could not exclude that firms
poach managers to reduce transaction costs on foreign markets. We find
that recruiting events pave the way for a rise in domestic firms’ activity
(i.e., higher revenues, expenses on intermediate inputs, and investment
in fixed assets) and increased domestic firms’ capital intensity

Please note, however, that we do not find any significant productiv-
ity gains by foreign-owned firms after recruiting foreign managers. Nor
do they increase their volumes of activity after recruiting events. In this
case, we argue that earlier alignment of managerial practices with foreign
headquarters could have already occurred at the moment of the owner-
ship takeover 3.

3Please note that in our context we do not control for firms’ exporting status due to
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For our identification strategy, we build on previous scholars’ expe-
rience on testing the relationship between productivity and foreign ac-
quisitions (Bircan, 2019; Arnold and B. S. Javorcik, 2009; B. Javorcik and
Poelhekke, 2017). As in the case of foreign takeovers, we aim to chal-
lenge reverse causality. Best (domestic or foreign) managers are attracted
by firms, locations, and industries with a higher potential. Thus, fol-
lowing previous literature, we explicitly check for firms’ pre-recruiting
trends and managers’ cherry-picking firms and regions. In particular, re-
gional heterogeneous attractivity is a crucial confounding element once
we acknowledge that most productive firms locate in denser and urban
areas (Combes et al., 2012). Against previous evidence, we recognize that
supply-driven changes in immigrant workers’ endowments can increase
local benefits from assortative matching (Orefice and Peri, 2020; Dauth et
al., 2018), hence having an indirect impact on firm-level productivities.

Eventually, we provide evidence that domestic manufacturing firms
with foreign managers in their team are not significantly different in pro-
ductivity from foreign-owned firms with or without foreign managers.
We argue that the recruitment of talents from abroad is a strategy that
may allow domestic firms to catch-up with foreign competitors. In this
respect, we believe that the workforce’s international composition is a
further dimension that deserves more room by scholars interested in
firms’ global outreach, for example, in Bernard et al. (2018).

Finally, we relate our work to recent literature that explores the im-
pact of the Brexit event (Ortiz Valverde and Latorre, 2020; Cappariello
et al., 2020; Dhingra et al., 2017), as our results imply that any upcoming
limit to the mobility of global talents depress domestic productivity, on
top of losses from new frictions in international markets for inputs and
outputs.

data limitation. Indeed, domestic exporters may tend to perform better than non-exporters
(Mayer and Gianmarco IP Ottaviano, 2008).
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3.3 Data and preliminary evidence

3.3.1 Managers and firms

We source data on managers’ careers and firms’ financial accounts in the
United Kingdom from Orbis, a commercial database compiled by the Bu-
reau Van Dijk4, which is a consultancy firm controlled by Moody’s Ana-
lytics. The database collects original information on management based
on individual companies’ filings, including their roles, dates of recruit-
ment, nationality, gender, and age. Unfortunately, only scant information
is present about managers’ education and wages.

Interestingly, the UK has good coverage of management information
thanks to specific filing requirements asked by compilers of the UK na-
tional registry, the Companies House, following the Companies Act in
20065.

In this context, we consider a manager as any individual that partici-
pates in a company’s board, committee, or executive department. There-
fore, we exclude from our analysis advisors and shareholders as they do
not participate in the daily administration of the company. Our sam-
ple consists of 10,238 firms with unconsolidated financial accounts and
strictly positive values on turnover, costs of goods sold, fixed assets and
the number of employees for at least one year during the period 2009-
2017. These firms are matched with a sample of 115,505 managers. Please
note, however, that any manager in our sample can cover more than one
role in the same company, or she can participate in the management of
more than one company at the same time. Since we have recruitment
dates differentiated by both role and company for each manager, we can

4The Orbis database collects and standardizes firms’ financial statements from around
the globe. Orbis data are increasingly used for firm-level studies on multinational enter-
prises. See for example Alviarez, Cravino, and Levchenko (2017), Cravino and Levchenko
(2016), and Del Prete and Rungi (2017).

5In particular, the primary legal concern is that a company cannot appoint managers
that are undischarged bankrupts or that were previously disqualified by the court from
acting as company directors. In recent past, risk and compliance companies systematically
scrutinized the ensemble of directors from the Companies House registry to unearth how
many were included on international watchlists of individuals considered at high risk of
crime. See, for example, O’Neill (2008).
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follow a manager’s career within and across companies and we can re-
tain information on her/his previous workplaces. In Appendix Table B.1,
we present a snapshot of managers’ levels of responsibility as included
in our sample. In the following analyses, we consider the date of recruit-
ment the earliest date a manager covered any role in that company. In the
end, the nationality of managers is a crucial variable in our analysis. In
our sample, we find that 13.30 % of managers have a foreign nationality.

Table 3.1: Top 10 nationalities of foreign managers

Nationality No. of managers -per- nationality

United States 4,030
Germany 1,800
France 1,370
Japan 1,347
Ireland 975
South Africa 751
Netherlands 712
Italy 646
Sweden 555
Belgium 474
Others 4,699

Note: A foreign manager is a manager with a nationality different from UK. In case of
multiple nationalities, including UK, the individual is considered a domestic manager.
Please note that we count for each country including foreign managers with multi-
ple nationalities. For instance, a manager with passport from the US and Germany is
counted in the row ”United States” and in the row ”Germany”.

Table 3.1 presents the top 10 most common nationalities we detect in
our sample. Please note how we adopt here a conservative definition of
a foreign manager. For instance, a manager that has dual citizenship, in-
cluding the UK’s, is still considered domestic. In this case, we want to
exclude as much as possible from the set of foreign managers individu-
als that are UK citizens raised by foreign individuals that migrated rela-
tively earlier in their age. As largely expected, managers landing in UK
companies come from around the globe. We find in our sample 15,353
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foreign managers with 102 different foreign nationalities. Out of them,
1,690 are citizens with multiple passports different from UK’s. The most
represented country is the US, followed by Germany, France, and Japan.
Overall, we find that 50.14% of foreign managers are citizens of the Eu-
ropean Union, and they represent about 6.67% of the total managers.

In Figures 3.1 and 3.2, we report the geographic coverage by NUTS
3-digit regions of our sample firms with at least one manager and firms
that have at least one foreign manager, respectively. Prima facie, we do
not observe any specific pattern of geographic selection in our data, as
we can spot foreign teams of managers on the entire UK territory. In
general, we find that most populated urban regions are also denser in
terms of manufacturing activities, with the exclusion of London, where
we expect a specialization in services. About 12.5% of companies with
foreign managers locate in the Greater London area, where the share of
foreign managers on the total is about 19%. Notably, we observe how the
recruitment of talents from abroad seems to be a widespread practice of
many firms across all UK regions.
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Figure 3.1: Geographic coverage: all firms

Note: The total number of sample firms in the UK (on the left) and a focus on London
(on the right) are reported in logarithmic scale.
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Figure 3.2: Geographic coverage: firms with foreign managers

Note: The number of sample firms with at least one foreign manager (on the left) and
a focus on London (on the right) are reported in logarithmic scale.

For the sake of completeness, in Appendix Table B.2, we show the
top 10 origin countries of foreign-owned firms. The identification of
foreign-owned companies follows international standards (OECD, 2005;
UNCTAD, 2009; UNCTAD, 2016), according to which a subsidiary is con-
trolled after a (direct or indirect) concentration of voting rights (> 50%).
We observe that a majority of foreign-owned subsidiaries (1,201) is con-
trolled by US parent companies, whereas the second origin country is
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Germany (357), followed by Japan (264) and France (241). If we cumulate
foreign subsidiaries held by parent companies located in EU members,
we find they represent that the latter represent 39.8% (1,497) of the total
number of foreign subsidiaries (3,757).

3.3.2 Productivity, foreign managers, and ownership

For our baseline analyses, we estimate firm-level total factor productiv-
ities (TFPs) following the technique by Ackerberg, Caves, and Frazer
(2015). TFP is traditionally interpreted as the portion of output growth
not explained by growth in observed inputs. The major identification
problem in estimating a firm-level production function is that input choices
can depend on shocks unobserved by the econometrician at the end of
the period, when firms’ financial accounts typically become available.
Therefore, an endogeneity problem can arise such that the observed com-
bination of production factors is simultaneous to the possibly unobserved
shocks, hence OLS estimates are inconsistent. In this context, Ackerberg,
Caves, and Frazer (2015) improve on previous efforts by Levinsohn and
Petrin (2003), and Wooldridge (2009), which we however include as al-
ternative estimators for robustness checks. To estimate TFPs, we source
data on operating revenues, costs of goods sold, number of employees,
and fixed assets. We further control for firm age. All variables are prop-
erly deflated using producer price indices that are specific for each 2-digit
manufacturing industry for turnover while for capital stock and interme-
diate inputs are provided at aggregate level (sourced by Eurostat).

For the rest of the analysis, we keep in our panel only managers with
full information on the dates of appointment and resignation, to track the
whole tenure in their company. At this stage we can present preliminary
evidence on the difference in mean TFP between different categories. As
largely expected, foreign firms are on average more productive than do-
mestic firms (last line, Table 3.2). More interesting, we detect a slightly
smaller difference for firms that have foreign managers in their team
(first line, Table 3.2). The latter is a novelty of our study. The advan-
tage is particularly evident in the case of domestic firms (second line).
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Even more interestingly, we do not find a significant difference in com-
petitiveness when we compare domestic firms with foreign managers
and foreign-owned firms (line 4).

Table 3.2: Productivity premia, foreign managers, and ownership

Mean difference in (log) TFP N. obs.

Firms with vs. without foreign managers .175*** (.016) 50,869

Domestic-owned with vs. without foreign managers .225*** (.029) 29,254

Foreign-owned with vs. without foreign managers -.039 (.032) 19,687

Foreign- vs. domestic-owned with foreign managers .014 (.032) 23,615

Foreign- vs. domestic-owned firms .181*** (.016) 48,491

Note: The table reports t-tests on the difference in TFP across different categories of
firms. Standard errors are reported in parentheses. *** denotes significance at 1%.

Previous preliminary evidence motivates our following analyses, where
we will explicitly challenge the hypothesis that foreign managers can
transfer knowledge to a domestic firm in the form of generic or specific
skills in production and, thus, allow them to catch up with foreign or
domestic competitors. To this end, we want to rule out any phenomenon
of cherry-picking, such that more productive firms are also the ones that
are more likely to hire better talents and pay their expensive bills.

3.4 Empirical strategy and results

We assess the impact of hiring foreign managers on the productivity of a
firm. We consider firms as receiving treatment when they recruit a for-
eign manager in the period 2009-2017. Clearly, we need to control the
endogenous choice of a manager that accepts a position in any work-
place, industry, and geographic region that allows changing her career
for the better. To this end, we proceed in four stages.

In Section 3.4.1, we perform an exercise to determine the average ben-
efit of a firm that hires a foreign manager (Average Treatment Effects on
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the Treated - ATT) while controlling as much as possible for endogenous
firms’ characteristics and pre-recruitment trends. The event studies re-
ported in Figures 3.3 and 3.4 for domestic and foreign firms, respectively,
will show the evolution of TFP benefits along the timeline we observe.

Then, in Section 3.4.2, we control for the selection of more produc-
tive firms into treatment, i.e., the endogenous better ability of actual re-
cruiters to participate in the international market for talents if compared
with non-recruiters. To this end, we put together a control group made of
firms that never hired foreign managers after a propensity score match-
ing exercise. In this case, we challenge our identification strategy to sim-
ulate a counterfactual with firms that are otherwise similar along with all
the characteristics that make them an attractive destination for a talented
worker, including their observed productivity, except for their recruiting
strategy in the observed period.

After that, in Section 3.4.3, we check that foreign talents’ previous in-
dustry experience is the primary channel through which domestic firms
can reap productivity gains.

Eventually, in Section 3.4.4, we provide additional results that qual-
ify the impact of foreign managers when we look at alternative firm-level
indicators, including sales, usage of inputs, capital intensity, and invest-
ment.

Robustness and sensitivity exercises are offered in Section 3.5, where
we check for: i) a placebo test after treating firms with local managers; ii)
different TFP estimators; iii) sample composition in terms of both firms’
locations and managers’ passports.

3.4.1 Foreign managers and recruiting firms

We start by estimating the following equation considering exclusively
the group of companies that hired foreign managers for the first time in
our period of analysis:
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(log)TFPijrt = β0+β1Tijr×Postt+β2Xijrt+γj+δt+ζr+
∑
k

ηk×δt+εijrt

(3.1)

where the dependent variable TFPijrt is the Total Factor Productivity
of a firm i active in a sector j and region r at time t. TFP is calculated
following the semiparametric methodology by Ackerberg, Caves, and
Frazer (2015). Tijr is the treatment, i.e., it indicates that a firm recruited
the first foreign manager, whereas Postt is a binary variable equal to one
for observations following the recruitment. In this case, (1 − eβ1 ) is our
main quantity of interest and it catches the average productivity gains by
recruiting firms expressed in percentage units. Xijrt includes firm-level
controls (size, age, capital intensity, wage bill, the ratio of managers over
employees, foreign ownership) and regional employment (defined as the
share of NUTS 2 regional over national employment) as a proxy of local
attractiveness. Additionally, we include γj , δt and ζr as 2-digit industry,
year, and NUTS-3 regional fixed effects, respectively. Crucially, at this
stage, we control for self-selection of talented managers into companies
and industries with better prospects. In a similar way with Bircan (2019)
we include a set of trends to reflect the industry and the characteristics
of the firm before treatment. Hence, the term

∑
k ηk × δt represents a full

set of pre-recruitment features6 (age, size and 2-digit industry) interacted
with a time trend δt. We repeat the same exercise first for all firms, and
then for domestic and foreign-owned firms, separately.

In columns 1-3, Panel B of Table 3.3, we find a significant increase in
TFP for domestic firms ranging in an interval from 4.39% to 7.36% (log
units: from .043 to .071) after they hire foreign managers. Interestingly,
the impact is relatively higher when we control for pre-treatment trends
in column 3. Apparently, domestic firms entirely explain the significance
of coefficients in Panel A, when we do not separate firms by ownership
status.

6We categorize firm age in the following classes: [0, 4], [5, 9], [10, 14], and 15+ years.
We categorize firm size in the following classes: [0, 9], [10, 19], [20, 49], [50, 249], and 250+
employees.

70



When we look at foreign-owned firms in Panel C of Table 3.3, we
never find any statistically significant impact on TFP after hiring foreign
managers. As far as we know, there is no previous record of a similar
finding in previous literature. Our guess is that foreign headquarters al-
ready had the opportunity to realign managerial practices in subsidiaries
at the time of the takeovers. Previous findings seem to be systematic in
the following analyses.

Eventually, the albeit weakly positive and significant results for all
firms reported on columns 1-3 of Panel A are entirely driven by the im-
pact that foreign managers have on domestic firms.

In Figures 3.3 and 3.4, we also visualize the coefficients on separate
event studies performed for domestic and foreign firms, respectively. We
follow the trend of (log of) TFP in the three years following the recruit-
ment of foreign managers while controlling for what happened two years
before. In a nutshell, the plots represent the coefficients of a modified ver-
sion of Eq. 3.1, where the productivity trends are visualized over an in-
terval of six years centered around the moment that any recruiting firms
decided to hire a foreign manager.
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Table 3.3: TFP and foreign managers - ATT

(1) (2) (3)

Dep. variable: (log) TFP (log) TFP (log) TFP
Panel A: All firms
Hired× Post-recruitment .023* .022* .021*

(.012) (.012) (.011)
R2 .935 .936 .946
No. of obs. 23,932 23,932 23,932

Panel B: Domestic firms
Hired× Post-recruitment .043*** .050*** .071***

(.011) (.012) (.025)
R2 .925 .928 .943
No. of obs. 4,562 4,562 4,562

Panel C: Foreign firms
Hired× Post-recruitment .011 .010 .009

(.013) (.014) (.013)
R2 .942 .943 .954
No. of obs. 19,370 19,370 19,370

Panels A, B and C:
Firm controls Yes Yes Yes
Industry effects Yes
Year effects Yes
Region effects Yes Yes Yes
Industry × Year effects Yes Yes
2-digit Industry & age & size trends Yes

Note: The table reports the average treatment effect on the treated firms (ATT) after
controlling for confounders. Coefficients are in log units. Errors are clustered by 2-
digit industries in parentheses. Controls include firm size, firm age, capital intensity,
average wage bill, the share of managers on total employees, regional share of employ-
ment and, for Panel A, foreign subsidiary status. *, ** and *** stand for p < 0.1, p <
0.05 and p < 0.01, respectively.

Interestingly enough, the positive productivity gains by domestic firms
(Figure 3.3) already occur the first year after the foreign talent arrives and
stay there for the following three years, whereas no significant benefits
are registered by foreign-owned firms (Figure 3.4) where a slightly albeit
non-significant negative trend in productivity shows up.
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Figure 3.3: TFP, foreign managers and domestic firms

Note: Event study for the productivity impact of recruiting foreign managers at time t
by domestic-owned firms. Markers show the magnitude of coefficients and bars indi-
cate a 95% confidence interval of a modified version of Eq. 3.1. Errors are clustered by
2-digit industries. Industry-time fixed effects, region fixed effects, firm-level character-
istics, and pre-recruiting trends are controlled for.
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Figure 3.4: TFP, foreign managers and foreign firms

Note: Event study for the productivity impact of recruiting foreign managers at time
t by foreign-owned firms. Markers show the magnitude of coefficients and bars indi-
cate a 95% confidence interval of a modified version of Eq. 3.1. Errors are clustered by
2-digit industries. Industry-time fixed effects, region fixed effects, firm-level character-
istics, and pre-recruiting trends are controlled for.
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3.4.2 Recruiting and non-recruiting firms

In this Section, we specifically challenge the selection of some firms into
treatment, i.e., the endogenous ability of firms that actually recruited for-
eign managers in our period of analysis to attract the best (domestic or
foreign) talents. Our guess is that part of the productivity premia on do-
mestic firms we observe in Table 3.3 is explained by an inherently higher
potential of the firms that have the ability to go onto international job
markets, while proposing better salaries and better prospects for man-
agers’ careers. For our purpose, we apply a matching procedure to select
a control group made of firms that never hired foreign managers in our
period of analysis, although they mirror the characteristics of observed
recruiters.

Table 3.4: Probit estimates for a propensity score matching

Dep variable: Recruiting foreign manager(s) = 1

(log) TFPt−1 .0337**
(.0150)

(log) Firm sizet−1 .0328***
(.0080)

(log) Average waget−1 .1083***
(.0168)

(log) Capital Intensityt−1 .0171***
(.005)

(log) Aget−1 -.0457***
(.0079)

Skill Intensityt−1 .0580*
(.0313)

(log) Number of Managerst−1 .195***
(.0152)

Regional Employmentt−1 2.5174***
(.6014)

Foreign ownership .6074***
(.0106)

Pseudo R2 0.364
No. of obs. 47,717
Year and 2-digit industry FE Yes
Errors clustered by firm Yes

Note: The table reports estimates of a probit model. The dependent variable is equal to
one if a firm recruited a foreign manager. Errors are clustered by firm in parentheses.
*, ** and *** stand for p < 0.1, p < 0.05 and p < 0.01, respectively.
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We run a five-nearest neighbor matching algorithm (Abadie and G. W.
Imbens, 2006; G. Imbens et al., 2004; Donald B. Rubin, 2001) that searches
for peers within any 2-digit industry-per-year cell in which we find treated
firms in the UK, to make sure that differences in performance coming
from different market conditions do not exert influence on our estimated
effects. All time-variant explanatory variables are lagged one year to re-
flect pre-treatment performances. We choose a set of predictors for treat-
ment borrowing from previous literature that studies the impact of for-
eign ownership (Bircan, 2019; Arnold and B. S. Javorcik, 2009; B. Javorcik
and Poelhekke, 2017). In fact, we assume that the recruitment of foreign
managers is endogenous to a similar set of observable characteristics that
make a company desirable as a target by a foreign company, including
technology, firm age, firm size, the average composition of employment,
capital intensity. In addition, we include three specific controls that can
make a new position in a company desirable for talented newcomers:
the share of managers on total employees, as a proxy for the skill compo-
sition of the workforce, the total number of managers, and the regional
employment. The latter is particularly useful since we acknowledge that
local assortative matching between workers and firms exert an indirect
impact on firm-level productivity, as acknowledged by Orefice and Peri
(2020) and Dauth et al. (2018).

Table 3.4 presents estimates of the first-stage probit model. Notably,
all main predictors correlate with selection into treatment as expected.
Firms that are more productive, bigger, and offering a higher wage are
more likely to recruit foreign managers in our sample. Relatively younger
firms, with an already high number of managers and higher skill inten-
sity attract foreign recruits. The firm is also relatively more attractive for
a foreign talent when it is foreign-owned and locates in a populated re-
gion. In Table 3.5, we also evaluate the quality of the matching procedure
by implementing a balancing test. There, we compare the sample aver-
ages of all covariates of both the treatment and the control groups. Even-
tually, we find that there is no ex-post statistically significant difference
along the set of variables that we include for the matching, because null
hypotheses of equal mean are always rejected in the matched sample. In
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the last column of Table 3.5, we report the variance ratio, Ve(T )/Ve(C),
of the residuals of the covariates of the treated over the control group.
Following Donald B. Rubin (2001), a perfect match implies a ratio equal
to one, whereas a ratio between 0.5 and 2 indicates an acceptable quality.
In our case, we do have many variance ratios that fall in a range close to
one. Moreover, the standardized biases we report in column 5 of Table
3.5 are less than 10% in absolute value for all variables after matching.

Table 3.5: Balancing test on the nearest-neighbour matching procedure

Variable Sample Average treated Average untreated % Bias t-test p-value Ve(T )/Ve(C)

(log) TFPt−1 Unmatched 2.66 2.45 11.3 13.28 0.001 1.16
Matched 2.67 2.66 0.50 0.52 0.601 1.05

(log) Sizet−1 Unmatched 4.49 3.97 36.7 44.80 0.001 1.40
Matched 4.64 4.62 1.3 1.48 0.138 1.15

(log) Avg waget−1 Unmatched 5.98 5.73 52.7 61.97 0.001 1.02
Matched 5.98 5.95 6.5 7.56 0.001 0.99

(log) Aget−1 Unmatched 8.83 8.75 8.4 12.15 0.001 1.16
Matched 9.03 9.01 1.6 1.95 0.051 1.05

(log) N. Managers t−1 Unmatched 1.51 1.24 55.5 74.90 0.001 0.90
Matched 1.57 1.53 9.5 10.82 0.001 0.96

(log) Capital intensityt−1 Unmatched 5.55 4.98 35.8 42.94 0.001 1.25
Matched 5.56 5.50 3.6 3.78 0.001 1.11

Skill intensityt−1 Unmatched 0.15 0.12 6.8 8.37 0.001 0.80
Matched 0.10 0.10 1.9 2.71 0.007 0.72

Regional employmentt−1 Unmatched 0.03 0.03 13.0 19.44 0.001 1.23
Matched 0.03 .03 5.7 5.77 0.001 1.11

Foreign subsidiary Unmatched 0.78 0.13 172.4 277.76 0.001 1.11
Matched 0.81 0.81 1.7 1.61 0.107 0.96

Note: The table reports sample averages and t-tests for the original unmatched sample
and after the application of a nearest-neighbor matching technique. See Donald B.
Rubin (2001), P. R. Rosenbaum and D. B. Rubin (1983), and Paul R. Rosenbaum and
Donald B. Rubin (1985) for more details.

Having ensured that there is a good match among the matched groups
of observations, we proceed with diff-in-diff estimates proposed in Eq.3.1,
and we report nested results in Table 3.6. Interestingly, TFP premia on
domestic firms become slightly lower after implementing the matching
procedure, if we compare with Table 3.3. Our baseline results are on
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column 3, where we report the most challenging specification, complete
with firm controls, region effects, industry-per-year fixed effects, and a
term that catches previous trends possibly making a firm or an industry
already desirable as a successful destination to pursue a career before a
talent is hired. In this case, a foreign recruit makes on average a domes-
tic firm about 4.9% more productive (log units 0.048, e0.048 ' 1.049). As
in previous results of Table 3.3, we confirm that there are no statistically
significant productivity gains among foreign-owned firms.

Table 3.6: TFP and foreign managers - ATE

(1) (2) (3)

Dep. variable: (log) TFP (log) TFP (log) TFP
Panel A: Domestic firms
Hired× Post-recruitment .047*** .048*** .048**

(.012) (.013) (.023)
R2 .950 .951 .950
No. of obs. 16,696 16,696 16,696

Panel B: Foreign firms
Hired× Post-recruitment .008 .010 .009

(.019) (.019) (.019)
R2 .967 .968 .968
No. of obs. 8,060 8,060 8,060

Panels A, and B:
Firm controls Yes Yes Yes
Industry effects Yes
Year effects Yes
Region effects Yes Yes Yes
Industry × Year effects Yes Yes
4-digit Industry & age & size trends Yes

Note: The table reports estimates for a sample matched after a propensity score. Er-
rors are clustered by 2-digit industries in parentheses. Coefficients are in log units.
Firm-level controls include age, employment, capital intensity, average wage bill, skill
intensity and regional employment. *, ** and *** stand for p < 0.1, p < 0.05 and p <
0.01, respectively.
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3.4.3 The role of industry experience

In general, there are many potential skills that foreign talented work-
ers can provide to increase the productivity when in a new management
team. They can train native workers and show techniques that the lat-
ter could otherwise find difficult to learn by themselves (Markusen and
Trofimenko, 2009), or they can bring skills that help reducing transac-
tion costs once they bring valuable information on their native countries
(Gould, 1994; Parsons and Vézina, 2018). In general, the cultural diver-
sity brought by workers of different origins can contribute to firms’ re-
lational capital and their ability to market products internationally (Par-
rotta, Pozzoli, and Pytlikova, 2014).

In the specific case of foreign managers, we argue that all the previous
skills or knowledge imply that (domestic or foreign) managers can inter-
vene to change managerial practices. See also the framework we sketch
from related literature in Section 3.2. The tacit knowledge that managers
bring in the new company is usefully transferred into the implementa-
tion of better management. Unfortunately, we are not able in our data
to track whether managerial practices actually change after recruitment.
Neither we have much to tell about the intangible skills of newly-hired
manager from our data. What we can do is to understand from previous
stages of their career what recruits did, as we have information on the
companies where managers worked before taking the new UK positions.

Briefly, in this Section, we explicitly challenge the hypothesis that
market-specific experience can explain productivity gains in domestic
firms observed in previous paragraphs. For our purpose, we repeat the
baseline exercise of Eq. 3.1, this time controlling for firms recruiting for-
eign managers that previously worked in a company outside the UK and
have the same core economic activity (NACE 2-digit) with the latest re-
cruiting firm in the UK.

As in latest results, we rely on a control group that is derived after
a propensity score matching exercise described and validated in Section
3.4.2. We report results for domestic and foreign firms, separately, in
Table 3.7.
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Interestingly, we do find that TFP gains in domestic firms are mainly
explained by previous market-specific experience, and the related coeffi-
cient is relatively higher than previous estimates (8.3%; log units: 0.080),
although on average also managers with no market-specific experience
have a positive albeit weakly significant impact (2.1%; log units: 0.021).
In column 2 of Table 3.7, we still do not find a significant impact on the
productivity of foreign-owned firms.

In the case of domestic firms, we argue, we are able to catch the na-
ture of the managerial knowledge that is passed to the firm. Previous
market experience entails an on-field training that may be particularly
appealing to recruiters. We think our findings relate to earlier works
testing the impact of recruitment events on export performance (Mion
and Opromolla, 2014; Mion, Opromolla, and Sforza, 2016). There, as
well, a market-specific experience is most beneficial for firms that poach
managers to have better access to foreign markets, hence reducing the
beachhead costs. Given our data, we cannot exclude that firms can also
take advantage from reducing frictions when proposing on export desti-
nations. In fact, checks on alternative outcomes reported in the following
paragraphs allow us showing how foreign managers pave the way for
a generalized increase in the volume of activity by domestic firms that
could be associated (or not) to rising export shares.
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Table 3.7: TFP, foreign managers, and market experience - ATE

Domestic Foreign

Dep. variable: (log) TFP (log) TFP

Hired× Post .021* .004
(.010) (.023)

Hired×Market× Post .080*** .021
(.034) (.023)

R2 .951 .968
No. of obs. 16,696 8,060

Firm controls Yes Yes
Region effects Yes Yes
Industry × Year effects Yes Yes
Industry & age & size trends Yes Yes

Note: The table reports estimates on a matched sample when the treatment is split con-
sidering companies that recruited foreign managers with and without specific market
experience. Coefficients are in log units. Errors are clustered by 2-digit industries in
parentheses. Firm-level controls include age, employment, capital intensity, average
wage bill, skill intensity and regional employment. *, ** and *** stand for p < 0.1, p <
0.05 and p < 0.01, respectively.

3.4.4 Alternative outcomes

In this Section, we go beyond TFP to check which other dimensions of
the production process are mainly affected by the recruitment of foreign
managers. Firm-level TFP is a much useful measure that catches tech-
nology and efficiency as the portion of output growth of a firm that is
not explained by growth in inputs (Syverson, 2011). It helps to reconcile
firms’ microeconomic performance with aggregate welfare since higher
aggregate productivity is a source of economic growth. Yet, we believe
that looking at other indicators of firm-level productive performance can
help complete our picture of the changes induced by recruits.

In Table 3.8, we focus on alternative outcomes including firms’ rev-
enues, costs of goods sold (COGS), number of employees, fixed assets,
and capital intensity. The exercise we perform is similar to the one pro-
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posed in Table 3.6 with a control group build after a propensity score
matching, while keeping the most challenging specification with firm
controls, region effects, industry-time effects, and pre-recruitment trends
as from Eq. 3.1.

Interestingly, we observe that domestic firms start having a higher
volume of activity after recruiting foreign managers. On average, they
sell about 19.6% (log units: .179) more of their products, and they con-
sume about 23% more intermediate inputs, thus pointing to expansion
plans that entail also additional investment. Our hypothesis seems cor-
roborated by an albeit weakly significant average increase in the amount
of fixed assets (21.2%; log units: .192), which implies a higher capital
intensity (23.4%; log units: .210). Notably, no significant change is ob-
served in number of employees by domestic firms.

In line with previous results on TFP, foreign-owned firms do not reg-
ister any significant change in either of the alternative firm-level out-
comes that we test in Table 3.8. We believe latter results strengthen our
previous guess that foreign-owned firms do not see foreign managers as
crucial for their productive strategy since any alignment in managerial
practices or expansion plans may have occurred as a consequence of the
takeover by foreign headquarters.
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3.5 Sensitivity and robustness checks

In this Section, we introduce four primary checks on the robustness and
sensitivity of our results. Our first concern is that a specific TFP method-
ology does not drive our findings. In Table 3.9, we report results after
following three alternatives from related literature: i) the Levinsohn and
Petrin (2003) algorithm was the first to propose intermediate inputs in a
two-stage procedure that proxies unobserved shocks that possibly intro-
duce a simultaneity bias due to unobserved adjustments in the combi-
nation of factors of production; ii) Wooldridge (2009) proposed to solve
the same simultaneity bias by implementing a generalized method of
moments (GMM) procedure; iii) Ackerberg, Caves, and Frazer (2015)
suggest another variant of our baseline, where we switch from a Cobb-
Douglas to a trans-logarithmic production equation to catch different
functional forms. Our central tenets are robust across different TFP method-
ologies. However, magnitudes can vary depending on underlying dis-
persions. TFP premia are smaller than previous baseline estimates in
Levinsohn and Petrin (2003), and bigger in Wooldridge (2009).

Table 3.9: Alternative TFP methods - Average Treatment Effects

Domestic Foreign Domestic Foreign Domestic Foreign

Dep. variable: (log) TFP (log) TFP (log) TFP (log) TFP (log) TFP (log) TFP

Hired× Post .025*** .011 .043*** .017 .098*** -.002
(.005) (.008) (.007) (.019) (.023) (.190)

R2 .945 .851 .953 .887 .956 .821
No. of obs. 16,696 8,060 16,696 8,060 16,696 8,060

Firm controls Yes Yes Yes Yes Yes Yes
Region effects Yes Yes Yes Yes Yes Yes
Industry × Year effects Yes Yes Yes Yes Yes Yes
Industry & age & size trends Yes Yes Yes Yes Yes Yes
Method LevPet LevPet WRDG WRDG ACF-T ACF-T

Note: The table reports estimates on a matched sample for alternative measures of TFP:
Levinsohn and Petrin (2003) (LevPet); Wooldridge (2009) (WRDG); a translog variant
of Ackerberg, Caves, and Frazer (2015) (ACF-T). Coefficients are in log units. Errors are
clustered by 2-digit industries in parentheses. Firm-level controls include age, employ-
ment, capital intensity, average wage bill, skill intensity, and regional employment. *,
** and *** stand for p < 0.1, p < 0.05 and p < 0.01, respectively.
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In a second check, our concern is that our previous findings could
catch productivity gains by firms that are just more active on labor mar-
kets and hire the best managers, whatever their nationality. As a matter
of fact, there is a majority of firms in our sample that hire both foreign
and domestic managers in our period of analysis. As we can assume that
a higher managerial mobility allows some proactive firms to a faster real-
location of productive resources, we challenge our findings by proposing
a specific placebo test in Table 3.10. In this case, we consider as treated
those firms that recruited British managers only. Thus, we reset our con-
trol group by performing a propensity score matching that looks for near-
est neighbors in the set of firms that did not recruit any manager in our
period of analysis. Results in Table 3.10 show that there is a weakly sig-
nificant impact on domestic firms, which is however three times smaller
than previous baseline estimates.

Table 3.10: A placebo test: TFP and British managers

Domestic Foreign

Dep. variable: (log) TFP (log) TFP

Hired× Post .014* .004
(.008) (.023)

R2 .914 .868
No. of obs. 1,586 987

Firm controls Yes Yes
Region effects Yes Yes
Industry × Year effects Yes Yes
Industry & age & size trends Yes Yes

Note: The table reports placebo estimates after treating firms with British managers
only. The control group is made by firms that never hired any manager in the period
of analysis. Coefficients are in log units. Errors are clustered by 2-digit industries in
parentheses. Firm-level controls include age, employment, capital intensity, average
wage bill and the share of managers on employees. *, ** and *** stand for p < 0.1, p <
0.05 and p < 0.01, respectively.

A third check that we perform pertains to firms’ locations. Please note
how we previously controlled for idiosyncratic local shocks after includ-
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ing regional fixed effects in baseline estimates. We also checked how
regions could be differently attractive for talents, as proxied by local em-
ployment, when matching recruiting firms with peers in the propensity
score exercise in Section 3.4.2. Yet, we still may find that estimates are
sensitive to recruiting events’ heterogeneous distribution across different
regions. For this reason, in Table 3.11, we first show estimates consider-
ing the entire sample excluding Greater London, and then separating
urban and non-urban areas. The classification in urban and non-urban
NUTS-3 regions follows Eurostat definitions based on relative employ-
ment densities. Findings are still significant on domestic firms, although
magnitudes vary. Excluding London from the sample raises the TFP
gains by domestic firms. Eventually, recruiters in non-urban areas reg-
ister higher productivity gains, whereas urban areas report a relatively
lower magnitude of coefficients. Following latter evidence, we argue
that the magnitude of TFP gains by domestic firms is higher at the mar-
gin where productivity is ex ante on average lower. Indeed, as largely
expected, TFP levels in our sample are significantly correlated with the
regional employment (coefficient .715), even after controlling for local
industrial specialization (defined as the share of firms within the same
industry and region) and different firm characteristics.
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Table 3.11: Robustness checks: firms’ locations - ATE

Domestic Foreign Domestic Foreign Domestic Foreign

Dep. variable: (log) TFP (log) TFP (log) TFP (log) TFP (log) TFP (log) TFP

Hired× Post .066*** .019 .127*** -.001 .022** .014
(.025) (.019) (.056) (.033) (.012) (.023)

R2 .955 .971 .954 .921 .949 .967
No. of obs. 15,146 7,364 4,709 2,347 11,395 5,552

Firm controls Yes Yes Yes Yes Yes Yes
Region effects Yes Yes Yes Yes Yes Yes
Industry × Year effects Yes Yes Yes Yes Yes Yes
Industry & age & size trends Yes Yes Yes Yes Yes Yes
Firms’ locations w/o London w/o London Non-urban Non-urban Urban Urban

Note: The table reports estimates on a matched sample to check for sample composi-
tion by firms’ locations. Coefficients are in log units. Errors are clustered by 2-digit
industries in parentheses. Firm-level controls include age, employment, capital inten-
sity, average wage bill, skill intensity, and regional employment. *, ** and *** stand for
p < 0.1, p < 0.05 and p < 0.01, respectively.

Finally, in Table 3.12, we check that our results are valid after recruit-
ing either a foreign manager with a passport from the United States or
from any other country in the world. We believe it is important to link
this sensitivity check to our preliminary evidence reported in Section
3.3.1, where we show that the most represented nationality among for-
eign managers is American. We want to check that our results are not
driven by some lower frictions among managers that share English as
mother tongue. The impact on TFP is indeed relatively higher after re-
cruiting American managers in domestic firms, whereas we confirm no
significant impact on foreign-owned firms in either case.
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Table 3.12: Robustness checks: managers’ passports - ATE

Domestic Foreign Domestic Foreign

Dep. variable: (log) TFP (log) TFP (log) TFP (log) TFP

Hired× Post .072*** .020 .039*** .014
(.034) (.084) (.015) (.024)

R2 .978 .961 .954 .919
No. of obs. 1,601 977 15,719 6,459

Firm controls Yes Yes Yes Yes
Region effects Yes Yes Yes Yes
Industry × Year effects Yes Yes Yes Yes
Industry & age & size trends Yes Yes Yes Yes
Foreign manager’s passport US US non-US non-US

Note: The table reports estimates on a matched sample to check for sample compo-
sition by managers’ passports. Coefficients are in log units. Errors are clustered by
2-digit industries in parentheses. Firm-level controls include age, employment, capi-
tal intensity, average wage bill, skill intensity, and regional employment. *, ** and ***
stand for p < 0.1, p < 0.05 and p < 0.01, respectively.

3.6 Conclusion

As far as we know, no previous work has addressed the primary relation-
ship between foreign management and firm-level productivity. From our
perspective, foreign managers are highly skilled migrants that contribute
to the transmission of knowledge across national borders. Their role in
a firm’s organisation is peculiar, as they make a combination of specific
training experiences and soft skills. They transfer knowledge acquired
from previous positions to set the most suitable managerial practices that
allow other workers to make the best contribution to the company’s mis-
sion.

In this contribution, we find that domestic manufacturing firms pri-
marily benefit from hiring foreign managers. We find that their Total
Factor Productivity (TFP) increases, on average, 4.9% after recruiting for-
eign talents. In general, recruiting highly-skilled workers allows firms to
have access to a broader pool of skills than those available on the do-
mestic market. In the case of foreign managers, we find that previous in-
dustry experience abroad qualifies their contribution to recruiting com-
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panies’ competitiveness. Interestingly, beyond TFP, we observe that for-
eign managers’ recruiting anticipates an increase in the volume of activ-
ity (sales and intermediate inputs) and higher investment in fixed assets,
possibly due to newcomers’ expansion plans, which increase a domestic
firm’s capital intensity.

On the other hand, we detect no significant TFP gains by foreign-
owned firms after hiring foreign managers. In this case, we argue that
productivity spillovers could have occurred already at the moment of
takeovers by foreign headquarters when subsidiaries became part of a
multinational enterprise. Different specifications confirm the lack of a
significant impact on foreign firms throughout our chapter. Interestingly,
we show no statistical difference in productivity levels between domestic
firms with foreign managers and foreign-owned firms.

Our identification strategy encompasses propensity score matching,
diff-in-diff analyses, and the inclusion of pre-recruitment trends to chal-
lenge reverse causality and the hypothesis of parallel trends. Results are
robust to several checks, including a placebo test with local managers,
the adoption of different TFP estimators, controls for sample composi-
tions in firms’ locations and managers’ countries of origin.

Eventually, we support the idea that the international composition
of management teams is a dimension that deserves more attention from
scholars that study the global outreach of modern firms. From this per-
spective, we argue that upcoming barriers to the circulation of highly
skilled workers, including managerial talents, resulting from the Brexit
event and the latest pandemic crisis hampers domestic manufacturing
industries’ competitiveness.
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Chapter 4

What do Firms Gain from
Patenting? The Case of the
Global ICT Industry

4.1 Introduction

Over the past decades, digitalization has played a significant role in the
transformation of many production processes. Firms in Information and
Communication Technologies (ICT) have become major players globally
while the so-called digital sector has rapidly grown. The industry con-
tributes innovative goods and services destined to consumers and tech-
nological inputs destined to firms across many other industries. The ben-
efits of investing in ICT are evident because many firms can potentially
gain in terms of efficiency (Brynjolfsson and Hitt, 2003) through a reshap-
ing of innovation strategies (Nambisan, M. Wright, and Feldman, 2019).
Thus, policymakers tend to attribute a high value to the ICT industry
as an engine of economic growth. However, concerns have been raised
about a fast market concentration among few Big-Tech global players;
thus, antitrust authorities in the US and the European Union started their
probes to check for abuses.
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Against the previous background, we aim to investigate the relation-
ship between patenting activity and firm-level outcomes in the global
ICT sector in 2009-2017 using a panel of 179,660 firms in 39 countries.
Motivated by preliminary evidence on positive correlations between the
stock of patents held by companies and main firm-level outcomes, in-
cluding market shares, productivity, and firm size, we investigate the
direction of causality by employing a most recent diff-in-diff strategy
for panel data proposed by Callaway and Pedro HC Sant’Anna (2020),
which is useful when we have many time periods, when units are treated
at different points in time, and when the assumption of parallel trends is
conditional on observables. Having complete information on the tim-
ing of patents’ registration processes, we consider a firm treated when
publish a new patent with granted property rights in our period of anal-
yses. Thus, we find a robust 11% increase in market shares after com-
panies benefit from the protection of Intellectual Property Rights (IPR).
Firm size and capital intensity follow with 12% and 10% growth rates, re-
spectively. Interestingly, we find no significant evidence that companies
become more productive after patenting once we challenge correlations
for reverse causality.

In this context, we comment that our findings provide evidence that
more productive companies can sustain the fixed costs of R&D, thus
coming to the successful registration of Intellectual Property Rights. Yet,
IPR does not provide ex-post productivity gains to ICT firms while grant-
ing them market power over competitors.

Our results are robust when we control for ownership structures of
domestic and multinational companies. In fact, we do know that benefits
from R&D efforts may accrue to smaller segments of activities within the
corporate perimeter. We separate patents granted to parent companies
from the ones held by their subsidiaries. In this case, our main tenets
are confirmed, although we find a slightly larger impact coming from
subsidiaries’ patenting activities, possibly due to a specialization of R&D
labs within more prominent corporate structures.

Finally, we complement our exercise on causality with an analysis of
the market allocation of productive resources based on the methodology
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proposed by Olley and Pakes (1996). In general, we observe that more
productive firms see their market shares grow relatively more. That is,
we do not observe significant problems in an efficient allocation of re-
sources in the global digital market, although companies gain higher
market power through IPRs. In this case, we consider the ICT sector as a
peculiar case of a dynamic industry that has not reached a maturity stage
yet, thus showing room for more efficient players to emerge. Still, we ar-
gue that policymakers should be better aware of the trade-off between
conceding IPR protection and obtaining a higher market concentration.
If one believes our findings, IPRs per se are not leading to productivity
gains to the ones that make the efforts. Future studies could eventually
ascertain the empirical association between market power by innovators
and productivity gains by purchasers of innovative goods and services,
as in the case of ICT inputs that are sourced by downstream producers
across various industries.

To grasp the relevance of patenting activity in the ICT global indus-
try, in Table 4.1, we report a match of the top ICT global firms according
to Fortune Global 500 in the reference year 2020 with the stock of patents
they have accumulated over years, as from our patent data. The For-
tune’s ranking is originally based on global revenues and, consistently,
we match in the last column with information on all the patents in port-
folio that are held by either a parent company in the origin country or its
subsidiaries located wherever in the rest of the world. Notably, we have
an average stock of 160 thousands by top ICT firms; the most historically
active assignee has been Samsung Electronics in South Korea with up to
641,743 granted patents around the world. Foxconn in Taiwan is the one
relying relatively less on patenting activity with an albeit non-negligible
stock of 2,266 patents. In the following analysis, we will include both
bigger and smaller companies to check how heterogeneous patenting ac-
tivity can be in the entire industry, in a relationship with both firm-level
productivity and market concentration.
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Table 4.1: Top ICT global firms and stocks of patents

Fortune’s 500 Company Country Revenues N. employees N. granted
Global rank (bln USD) patents

1 Apple United States 260,174 137,000 54,536

2 Samsung Electronics South Korea 197,705 287,439 641,743

3 Foxconn Taiwan 178,860 757,404 2,266

4 Alphabet United States 161,857 118,899 60,049

5 Microsoft United States 125,843 144,000 89,635

6 Huawei China 124,316 194,000 98,880

7 Dell Technologies United States 92,154 165,000 11,509

8 Hitachi Japan 80,639 301,056 268,598

9 IBM United States 77,147 383,056 216,837

10 Sony Japan 75,972 111,700 219,092

11 Intel United States 71,965 110,800 91,214

12 Facebook United States 70,697 44,942 12,381

13 Panasonic Japan 68,897 259,835 384,817

14 HP Inc. United States 58,756 44,942 61,715

15 Tencent China 54,613 62,885 18,552

16 LG Electronics South Korea 53,464 74,000 315,038

17 Cisco United States 51,904 75,900 17,997

18 Lenovo China 50,716 63,000 27,716

Note: The table indicates the list of top ICT global firms in year 2020, according to the
Fortune Global 500 ranking, and the total number of patents that have been granted
at any time in their business history, as reported by the Orbis Intellectual Property
database. Please note how the same invention can be published (granted) as a patent
more than once at (by) different country offices, i.e., we have a so-called family of
patents that identifies a unique invention.

The rest of the chapter is organized as follows. Section 4.2 summa-
rizes related literature. Section 4.3 introduces data and provides pre-
liminary evidence. Section 4.4 discusses our identification strategy and
results. In Section 4.5 we provide a further analysis, investigating the
market allocation dynamics of the ICT industry. Section 4.6 concludes.

4.2 Related literature

We relate our contribution to the strand of literature that points to draw-
backs in IPR protection. The latter is usually justified as a way to in-
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troduce artificial scarcity and amend non-rivalry and non-excludability
in the consumption of knowledge. In fact, early positive externalities
reduce the incentives for knowledge producers who may find it non-
profitable and, thus, underinvest in an industry that greatly contributes
to social welfare and economic growth. In this context, patents are sup-
posed to be a way to counterbalance market imperfections. They gener-
ate a temporary legally enforced monopoly to guarantee producers that
want to gain from knowledge generation.

Over the last years, however, several scholars have raised concerns
about the contradictory behaviour of IPR practices. In their seminal
works, Dosi, Marengo, and Pasquali (2006) and Boldrin and Levine (2008)
build cases against intellectual monopolies discussing evidence that IPR
regimes have at best no impact or, in some cases, even a negative impact
on innovation rates. They favour rent-seeking behaviour by firms that
benefit from a monopolistic power granted to them on the knowledge
they generate, while reducing positive externalities and social welfare.
Interestingly for our case, Boldrin and Levine (2013) point out how there
seems to be no positive relationship between patenting activity and pro-
ductivity. Specifically, the authors point to an inconsistency between the
partial equilibrium, where patents stimulate innovation, and the gen-
eral equilibrium, where instead protection reduces aggregate innovation
rates.

Looking into specific domains, Henry and Stiglitz (2010) discuss the
case of climate change and environmental protection, where patenting is
problematic. In particular, they sketch the case of research in genetically
modified organisms, where a different regime has brought wider social
benefits. Interestingly, Moser (2013) and Gompel (2019) review other
cases in economic history when, in the absence of modern IPR regimes,
different forms of protection or even knowledge sharing were also able
to accompany waves of important innovations. Eventually, Cimoli et
al. (2014) discuss how modern IPR regimes could represent an obsta-
cle to knowledge diffusion in developing countries, which may specif-
ically need imitating successful developed countries to boost economic
growth. Yet, on the other front of the controversy, other scholars stress

94



that IPR protection should be even more important in modern times if
one considers the strategic role that intangible assets play for the eco-
nomic potential of regions and countries (Ziedonis, 2008; Haskel and
Westlake, 2018).

Against the previous background, our primary concern is to investi-
gate the nexus between innovation and market competition at the firm
level, thus providing evidence on the relationship between firm-level
market shares, productivity, and patenting activity. We choose to investi-
gate the case of the global ICT firms as a typical example of an innovative
segment of modern economic activities, which contributes to economic
growth thanks to the widespread adoption of technologies that enhance
the productivity of both private and public activities1. Firms in ICT have
unique business models and require technological platforms that engage
many downstream producers (Teece, 2018). Given the relevance of in-
novations coming from the ICT industry, producers seem particularly
keen on claiming IPR protection through court proceedings (Graham and
Vishnubhakat, 2013) and thus keep their market advantages.

This contribution finds a spurious correlation between the stock of
patents and firm-level productivity that is not robust to reverse causal-
ity. While we observe how more productive firms certainly are able to
register more patents, then we check that they do not reap productiv-
ity gains ex post, after IPRs are protected. Then, what do ICT producers
gain from IPR protection? We find that they obtain an increase in market
shares that is, instead, robust to challenges on the direction of causality.
We believe our results are in line to a certain extent with previous evi-
dence from the US published by Balasubramanian and Sivadasan (2011),
according to which patent stocks are positively correlated with firm size,
scope, skill intensity, and capital intensity. Please note, however, how the
authors do not test the impact on market shares, thus leaving the reader
agnostic about the consequences of IPR on market structures.

1Please note, however, the existence of a strand of research that questions the actual con-
tribution of modern ICTs to aggregate productivity as unsatisfactory if measured against
initial expectations. The argument follows that one should expect much more productivity
from adopting new technologies than what is actually measured, hence a so-called produc-
tivity paradox. Among others, see Acemoglu, Autor, et al. (2014).
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Our empirical strategy relies on a most recent econometric frame-
work, Callaway and Pedro HC Sant’Anna (2020), which allows us intro-
ducing a panel dimension in a difference-in-difference setup when units
are treated in different moments on the timeline. In fact, a recent stream
of econometric literature has underlined how traditional diff-in-diff se-
tups are biased in similar contexts, while sometimes possibly showing an
opposite different sign on the underlying true population relationship2.

Of course, we are not the first to investigate the relationship between
firm-level innovation and market outcomes. Among the many, Acs and
Audretsch (1988) and P. A. Geroski and Pomroy (1990) underline how
innovation is negatively associated with market concentration. Aghion,
Nick Bloom, et al. (2005) suggest that firms have a market advantage
when they innovate in industries that suffer from lower competition.
Otherwise, when competition is high, market followers have lower in-
centives to innovate than the leaders. On the same line, Blundell, Grif-
fith, and Van Reenen (1999) also challenge the association between mar-
ket share and innovation. After exploiting dynamic count data models,
their findings suggest a positive impact of market share on patent stocks.
However, a high product market competition within industry increases
innovative activity.

More controversial is the relationship between patenting and produc-
tivity. In the US, Balasubramanian and Sivadasan (2011) find only a weak
significance of the nexus after using data similar to ours matched at the
firm-patent level. Unfortunately, we can only loosely relate to previous
studies using R&D expenses and other category indicators from ad hoc
surveys as a proxy for innovation activity (Griffith et al., 2006; Mairesse
and Robin, 2009; Mohnen and Hall, 2013; Crespi and Zuniga, 2012). In
these cases, we would not measure the monopoly power granted through
IPR, as not all R&D efforts are finally granted protection. We can instead
also relate to the work by Nicholas Bloom and Van Reenen (2002), who
find that patents increase productivity in the long run, once inventions

2For further insights on this recent albeit fruitful strand of econometric research, see
also Chaisemartin and D’Haultfœuille (2020), Goodman-Bacon (2021), Sun and Abraham
(2020), Athey and G. W. Imbens (2021), Borusyak and Jaravel (2017).
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are incorporated in the production process and efforts have been made
to promote new products or production processes. However, from our
viewpoint, the empirical evidence provided by Nicholas Bloom and Van
Reenen (2002) is not entirely convincing. We argue that the authors test
their hypotheses on a highly self-selected sample of only about 200 firms
that could stay quoted at the stock exchange throughout the entire period
of analyses, thus not representative of the underlying business popula-
tion.

Eventually, please note that we always make our analyses robust to
different definitions of the corporate perimeter, thus encompassing patents
that are either granted to parent companies or their subsidiaries. In this
way, we can control for optimal strategies by multinational enterprises
that can, for example, locate part of their R&D activities in countries
where IPR regimes are more favourable or where taxation is relatively
lower (Skeie et al., 2017) on R&D activities. It is the case of IPR regimes
where patent boxes are allowed; thus, revenues from granted patents are
exempted from taxes to benefit from higher profits from international
activities (Bösenberg and Egger, 2017; Alstadsæter et al., 2018; Davies,
Kogler, and Hynes, 2020). More in general, there is ample evidence
that multinational enterprises in any sector, not only ICT, can take ad-
vantage also from technology developed across different geographic re-
gions, thus exploiting local subsidiaries for reverse knowledge transfer
(Driffield, Love, and Yang, 2016). Therefore, a focus on parent companies
only would exclude an essential share of companies’ innovation efforts.

4.3 Data and preliminary evidence

4.3.1 Data on firms and patents

For our purpose, we exploit a matched dataset of firms and registered
patents in the period 2009-2017 sourced from the ORBIS database3, com-

3The ORBIS database has become a standard source for global financial accounts. See for
example Gopinath et al. (2017), Cravino and Levchenko (2016), Del Prete and Rungi (2017),
and Fattorini, Ghodsi, and Rungi (2020). The coverage of smaller firms and details about
financial accounts may vary among countries depending on the requirements by national
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piled by the Bureau Van Dijk. In particular, the module on Intellectual
Property links companies and other entities (i.e., assignees of IPR) to
their original patent filings collected from PATSTAT, the global database
maintained by the European Patent Office. Usefully for our scope, the IP
module by Orbis follows: i) the evolution of each patent filing, from the
publication to the moment the property right is granted; ii) the changes in
property rights from one assignee to another, e.g., in case of companies’
mergers and acquisitions. Previous users of the same database include
Noailly and Smeets (2015), who study the effect of technological change
on environmental performance, and Alstadsæter et al. (2018), who inves-
tigate the determinants of patent registration. Andrews, Criscuolo, and
Menon (2014) also use a similar matched patent-firm dataset to identify
the impact of first patenting on firm performance across industries and
countries 4.

We deflate financial accounts to express them in constant 2015 US dol-
lars, however the market share is expressed as the share of revenues in
nominal terms. Exchange rates from national currencies are originally
provided by the Bureau Van Dijk, while deflators are primarily sourced
from either the OECD STAN Database (deflators) or Eurostat (producer
price indeces) for gross output, intermediate, and capital goods by coun-
try and sector of activity, respectively5. Although in principle the IP
module by Orbis includes patents and firms from all over the world, we
keep in the following analyses only patents held by firms that report ba-
sic financial information we need for testing our hypotheses.

Eventually, we end up with a sample of 179, 660 firms active in 39
countries and operating in the ICT industry6. Our definition of the ICT

business registries, as observed in Kalemli-Ozcan et al. (2015).
4Please notice that the same technology may be patented across multiple countries.

However, in our context we expect that multiple patenting should not affect our analysis,
as it actually implies stronger protection.

5In cases where deflators are not available at two-digit or more aggregate sector level,
we use the GDP deflator at country level. Deflators for Taiwan do not appear in the OECD
or Eurostat, hence they are sourced by national statistics.

6We keep only countries that report at least one patent. Moreover, we exclude countries
where deflators where not found in the OECD or Eurostat. The only exception is Taiwan
because of its high patenting activity. Finally, we drop firms operating in China with less
than 10 employees. The reason is that the vast majority of these observations are problem-
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perimeter encompasses both manufacturing and services, and it is based
on the work made by Benages et al. (2018), who compiled the 2018 PRE-
DICT database for the European Commission. In Appendix Tables C.2
and C.1, we enlist countries and NACE 2-digit industries, respectively,
included in the following analyses 7.

4.3.2 Preliminary evidence

First of all, we provide a snapshot of the evolution of market concentra-
tion in the ICT industry, as from our data. To this end, we compute the
value of the Herfindahl–Hirschman Index (HHI) calculated as the sum
of squared market shares of all firms in our database. Thus, we report
growth rates in the period of analyses. Each firm’s market share is com-
puted as the share of nominal turnover over the total ICT industry as
defined by Benages et al. (2018)8. In Figure 4.1, the solid line reports its
evolution over time, starting from the percentage change from 2010 to
2011. Clearly, the trend on HHI suggests some volatility in the indus-
try, but with a tendency to become relatively less concentrated in our
period of analyses. As from our data, the tendency to a lower concentra-
tion comes from the entry of new ICT producers in the market over the
last decade. On the other hand, when we juxtapose the growth rate of
newly granted patents by ICT firms, Figure 4.1 shows a positive trend in
the same period. Apparently, we look at a rather dynamic industry that
is generating new knowledge encoded in IPR, while newcomers partici-
pate to the profitable opportunities from a rising market.

atic in the sense that they refer to medium or large firms but they reported a very small
number of employees.

7A descriptive analysis on a similar sample by ORBIS has been used in Ghodsi et al.
(2021)

8Please note that we do not define market shares within the narrow core industry ac-
cording to standard NACE rev. 2 classification, because we consider that all ICT firms
compete in the same broader sector. As underlined by Patel and Pavitt (1997), firms tend
to produce technology in different fields.
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Figure 4.1: Market concentration and IPR in the ICT industry

Note: The figure illustrates the growth rates of Herfindahl-Hirschman Index (HHI)
(blue solid line) computed from firm-level market shares in the ICT industry, juxta-
posed to the trend of the growth rates of patents granted to ICT companies in the same
period of analyses (red dashed line).

Notably, however, patents are concentrated among a few patentees,
while many firms in the ICT industry do not patent at all in the period we
investigate. Therefore, in Table 4.2, we provide preliminary evidence on
the differences in market shares and labor productivity between paten-
tees and non-patentees. Market shares are computed considering firm-
level revenues on the total sample each year. Labor productivity mea-
sures revenues per worker. Thus, we check whether t-tests indicate a
statistical significance in the distributions of firm-level outcomes of in-
terest considering any firm-year observation. We register that patentees
have on average a much higher market share than non-patentees. When
we look at labor productivity, the difference is still significant, albeit in
logs. The average patentee generates about 217, 000 dollars per worker
in a year, whereas an average non-patentee registers about 68, 000 dollars
per worker in a year. Patentees are also larger on average in terms of rev-
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enues, as they generate about 7.5 million dollars while annual revenues
are about 0.5 million dollars when they do not own a granted patent.
Finally, patentees are clearly more capital intensive on average.

The difference in means persists when we consider ICT manufactur-
ing and ICT services separately and, for all outcomes, is higher for ICT
services. However, it is worth mentioning that patenting activity appears
to be higher in the case of ICT manufacturing sectors (the share of firm-
year observations with at least a patent is around 13.5% in the case of
ICT manufacturing against around 0.5% in the case of ICT services). The
latter is expected as observed in past studies (see for instance Andrews,
Criscuolo, and Menon (2014)). Therefore, the discrepancies in mean dif-
ference could be possibly related to the different variation between the
two subsamples.

Table 4.2: Firm-level outcomes of patentees and non-patentees

% Market share (log) Labour productivity (log) Size (log) Capital intensity N. obs.

Patentees 0.0271 12.2857 18.1386 11.5203 21,097
(0.0011) (0.0076) (.01651) (.0115)

Non-patentees 0.0004 11.1316 13.1754 8.8694 910,516
(0.0000) (0.0014) (.0024) (.0023)

Difference 0.0268*** 1.1541*** 4.9632*** 2.6509***
(0.0001) (0.0093) (.01604) (.0154)

Note: The table reports t-tests on the differences in market share, (log) labour produc-
tivity, (log) size and (log) capital intensity for companies having at least one patent vis
á vis companies without patents. The unit of observation is firm-year level. Standard
errors in parentheses. *** denotes significance at 1%.

Eventually, to check how our main outcomes of interest correlate with
patenting activity, we perform basic least-squares regression as follows:

yict = β0 + β1Patict + β2Xict + γi + δct + εict (4.1)

where yict is the logarithm of the ith firm’s outcome observed in coun-
try c at time t. The main coefficient of interest to us is the one on the flows
of granted patents, which we indicate with Patict

9. As we have a large

9Please note that here, as indicated in Section 4.3, we consider patents as belonging to
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number of firms without any patent, and the distribution of the number
of patents is highly skewed, we rescale the latter using the inverse an
hyperbolic sine transformation (ln(x +

√
x2 + 1)), which is an approxi-

mation of the logarithmic value of the same variable that does not drop
zeros (Bellemare and Wichman, 2020). Xict is a vector of firm-level con-
trols, including (logs of) number of employees, capital intensity, and the
age of the company. γi indicates a full set of firm fixed-effects; δct are
country-per-year fixed effects controlling for institutional characteristics
and unsynchronized business cycles.

Results show that a higher degree of patenting activity is always asso-
ciated to positive firm-level outcomes. Firms being granted more patents
have a relatively higher market share; they are more productive, bigger,
and more capital intensive.

Table 4.3: Firm-level outcomes and patenting activity. Correlations.

Variable Coeff. s. e. N. obs.

(log) Market share .028*** (.006) 931,613

(log) Labor productivity .029*** (.006) 931,613

(log) Firm size .059*** (.007) 931,613

(log) Capital intensity .053*** (.006) 931,613

Note: Each coefficient is the result of a least-square regression of the (log) firm-
level outcome (by row) vis á vis the number of patents granted each year to the
company standardized with the inverse of an inverse hyperbolic sine transformation
(ln(x+

√
x2 + 1)) to approximate the natural logarithm while retaining zeros, as sug-

gested by (Bellemare and Wichman, 2020). Firm-level controls, firm-level fixed effects,
and country-year fixed effects are included. Firm-level clustered standard errors are
reported.

Clearly, positive correlations in Table 4.3 do not say whether, for ex-
ample, bigger and more productive firms are also the ones that are more
able to generate patents, as this is our hypothesis. At this stage, it may

the company directly or through one of its subsidiaries. For robustness checks on this point,
see Section 4.4.3
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still be valid the opposite and firms become bigger and more productive
because they can register more patents. The following paragraphs will
fundamentally check for reverse causality. Therefore, preliminary evi-
dence in Table 4.3 motivates the following analyses on the direction of
causality. In particular, we are interested in analyzing whether the in-
tellectual property right granted by a patent impacts market shares and
labour productivity as primary indicators of the firms’ position in the
market and its efficiency. Firm size and capital intensity are secondary to
our arguments on changing competitive scenarios, yet they indicate how
the firm responds to IPR protection.

4.4 Empirical strategy and results

Our objective is to assess the impact of patenting on firm-level outcomes
that return us with useful information on the evolution of the ICT in-
dustry. A firm’s market share is a basic and straight indicator of market
power, whereas productivity is often a target for competition-oriented
policies. One assumes that if markets function properly, then consumers
can benefit from the efficiency and productivity of firms. For our pur-
pose, we adopt a novel empirical setup for a difference-in-difference strat-
egy introduced by Callaway and Pedro HC Sant’Anna (2020), which al-
lows treatment to occur at different moments on the timeline. Basically,
the authors show that previous two-way fixed effects estimators are bi-
ased in presence of a panel dimension. The intuition is that a bias occurs
when newly treated units in one period are compared to units that had
been already treated in a previous period. In the following paragraphs,
we introduce notation to clarify how the identification strategy works,
and then we report main findings.

4.4.1 Empirical strategy

Following Callaway and Pedro HC Sant’Anna (2020), our first aim is to
identify the average treatment effect on the treated (ATT) for any group
of firms g that have published at least a granted patent at a specific time
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t, as follows:

ATT (g, t) = E

 Gg
E[Gg]

−
pg(X)C
1−pg(X)

E
[
pg(X)C
1−pg(X)

]
 (Yt − Yg−1 −mg,t(X))

 (4.2)

where Gg is a binary variable equal to one if a firm belongs to the
group g; C is a binary equal to one for firms that have never been granted
a patent at any time period; Yt is the firms’ outcome at time t, i.e., market
share, labour productivity, firm size or capital intensity. Then, pg(X) =

P (Gg = 1|X,Gg + C = 1) is the probability of publishing a granted
patents at time g conditional on pre-treatment covariates X and: i) either
belonging in group g; ii) or not being granted any patent at any time dur-
ing the period. Then, mg,t(X) = E[Yt − Yg−1|X,C = 1] is the population
outcome regression for the control group made by firms that have never
been granted a patent in our period of analyses10.

Few additional words are worth spending to define what we mean
with treatment and control groups in the case of intellectual property
rights. In our baseline specification, we define the timing of treatment as
the moment a company has published a granted patent, including in the
corporate perimeter both headquarters and subsidiaries. As discussed
in related literature, the main idea is that multinational companies can
control important portfolios of patents and manage them through sub-
sidiaries located in many countries. In bigger groups, considerations
about fiscal optimization and local knowledge advantages can combine
and bring highly specialized delocalized R&D labs to focus on intellec-
tual property rights (Bösenberg and Egger, 2017; Alstadsæter et al., 2018;
Davies, Kogler, and Hynes, 2020). Coherently, the control group encom-
passes ICT companies that have not been granted patents either at the
headquarter or subsidiary levels, at any point in our period of analy-
sis. Robustness checks are provided in Section 4.4.3, where we separate

10Please note that Callaway and Pedro HC Sant’Anna (2020) provide alternative spec-
ifications to estimate group-time average treatment effects. In this application, we adopt
the doubly robust estimator first proposed by Pedro H.C. Sant’Anna and J. Zhao (2020)
because it is claimed to be more robust than the other alternatives.
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headquarters’ and subsidiaries’ patents.

Importantly, we always check that the assumption of parallel trends is
made conditional on companies’ characteristics before treatment. Specif-
ically, we control for capital intensity, number of employees, firm age,
2-digit NACE rev. 2 industry-level dummies, and three fixed effects
for companies with headquarters located in the European Union, , the
United States, and the rest of the world. For this exercise to work, we
must consider a balanced panel with complete information on labour
productivity, employment, capital intensity and age. Then, we have
to exclude companies that are treated in 2009 because we do not have
the chance to check for what happens before the treatment, i.e., before a
patent is granted. Please note that a limitation of our study is that we can
only consider cases of first patents granted within our period of analy-
sis. That is, we cannot observe the moment a patent has been granted
before 2009, which is the first year for which we have reliable matched
data between firms and granted patents. Eventually, we end up with
a reduced sample of 25, 052 firms of which 546 companies have been
treated at some point in 2010-2017, and 24, 506 have never been granted
any patents in the same period.

At this point, to estimate the overall impact of patenting on firm-level
outcomes, we shall consider a weighted average of previously defined
ATT (g, t), in the following way:

θOs =

T∑
g=2

θs(g)P (G = g) (4.3)

where,

θs(g) =
1

T − g + 1

T∑
g=2

1{g ≤ t}ATT (g, t)

and T denotes the number of years. In other words, even if we work
on a panel dataset, where firms can be granted patents at different mo-
ments on the timeline, we can still obtain a unique parameter, θOs , which
tells us whether patents do have an impact or not on firm-level outcomes.
That parameter is finally a weighted average of time-specific parame-
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ters, as the latter are obtained considering groups of firms that have been
treated in any observed period. The group-specific weights, P (G = g)’s,
are obtained considering the relevance of each group over the total sam-
ple.

Finally, we can test the persistence of the effect thanks to a classical
event study analysis, for which we need to compute ”the length of expo-
sure to the treatment”, e. The latter is another form of aggregation of the
group-time specific effect, which we can define as:

θes(e) =

T∑
g=2

1{g + e ≤ T}P (G = g|G+ e ≤ T )ATT (g, g + e) (4.4)

In plain words, Eq. 4.4 returns the average impact on firm-level out-
comes after e periods from being granted a patent.

4.4.2 Results

In Table 4.4, we report estimates of the impact of patenting activity on
firm-level outcomes. According to our findings, companies being granted
patents published in the period 2010-2017 benefit from an increase in
market share by 11.07% (log units: 0.105). In the case of productivity,
we find only a weakly significant impact that is however much smaller
in magnitude (3.67%; log units: 0.036). On the other hand, results are
clearer on revenues (12.08%; log units: 0.114), and capital intensity (10.3%;
log units: 0.098). Please note the important difference in magnitudes be-
tween the previous coefficients and the ones reported in Table 4.3. Once
we control for reverse causality, we understand that much of that differ-
ence indicates a self-selection of bigger and more productive firms into
IPR protection.
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Table 4.4: Patenting and firm-level outcomes - ATT

Variable θOs s. e. No. of treated firms No. of untreated firms

(log) Market share .105*** (.027) 546 24,506

(log) Labor productivity .036* (.020) 546 24,506

(log) Firm size .114*** (.028) 546 24,506

(log) Capital intensity .098*** (.034) 546 24,506

Note: The table illustrates aggregate treatment effects (parameter θOs , as from Eq. 4.3)
under the assumption of parallel trends made conditional on firms’ characteristics,
industry affiliation, and location dummies. Standard errors are clustered at the firm
level. *, ** and *** denotes significance at 10%, 5% and 1%, respectively.

As for the weakly significant impact on productivity, please note how
robustness checks reported in Section 4.4.3 do not confirm statistical sig-
nificance. When we control where in the corporate perimeter produc-
tivity gains actually occur, either at the level of headquarters or of sub-
sidiaries, then we do not find any statistical significance. Similar non-
significant results are obtained when we check for the specific nature
of the industrial activity, whether it is in line with the headquarters’ or
the one indicated by subsidiaries. Therefore, at the end of the study,
we will conclude that there is no significant impact of IPR protection
on productivity gains. Yet, please note that our findings are somewhat
coherent with cross-country general evidence on companies beyond the
ICT industry, as in Andrews, Criscuolo, and Menon (2014), where a sim-
ilar relationship, between patent stock and TFP is non-significant in their
baseline estimates. However, some significance appears only when they
check for long-run effects which are smaller in magnitude than effects on
firm size. Balasubramanian and Sivadasan (2011) find a significant effect
on productivity in US firms, but again relatively smaller if compared to
the impact on firm size.

Further investigations may be needed to get deeper into the relation-
ship between patenting activity and productivity. Yet, according to us,
the ICT industry has some peculiarities that are worth further considera-
tions at this stage. Patents by ICT firms are mainly devoted to the protec-
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tion of product innovations, relatively less to process innovations. Firms
ask for protection of new technological advancements that improve the
products they professionally sell for the benefits of consumers. In this
case, it makes sense that we detect an impact on market shares and firm
size, thanks to higher revenues after IPR. In this context, the impact on
the same firms’ productivity can be marginal as product innovations do
not have a direct impact on the way production factors are organized.

Eventually, we report event studies following the procedure described
in Eq. 4.4 in the following Figures 4.2, 4.3, 4.4, and 4.5. We aim to check
how our main firm-level outcomes of interest are affected by treatment,
i.e., how IPR protection has an impact as time passes from when the rep-
resentative company has been granted a patent. As in any classical event
study, we align events on a reference period, e = 0, which is the first year
a firm has been granted a patent in our sample, e = 0. Therefore, follow-
ing Eq. 4.4, we are able to plot the impact on the outcome of the represen-
tative company at any following period, thereby checking that previous
trends are conditional on firm-level characteristics, industry affiliations,
and firm’s location choices. Evidently, in any of the following figures, we
do not visualize any statistically significant trend before treatment, i.e.,
companies are not systematically showing that they were becoming big-
ger, more productive, or capital intensive before obtaining IPR in e = 0.
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Figure 4.2: Event study: patents and market shares.

Note: Event study on the impact of first patenting when it takes place either at a par-
ent firm or at a subsidiary. Parameters are estimated under parallel trend assumptions
conditional on the number of employees, capital intensity, age (in logs), 2-digit sec-
tor and regional dummies. Blue lines denote point estimates and simultaneous 99%
confidence bands for the effect of the treatment.
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Figure 4.3: Event study: patents and productivity.

Note: Event study on the impact of first patenting when it takes place either at a par-
ent firm or at a subsidiary. Parameters are estimated under parallel trend assumptions
conditional on the number of employees, capital intensity, age (in logs), 2-digit sec-
tor and regional dummies. Blue lines denote point estimates and simultaneous 99%
confidence bands for the effect of the treatment.
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Figure 4.4: Event study: patents and firm size.

Note: Event study for the impact of first patenting when it takes place either at a parent
firm or at a subsidiary. Parameters are estimated under parallel trend assumptions
conditional on capital intensity and age (in logs), 2-digit sector and regional dummies.
Blue lines denote point estimates and simultaneous 99% confidence bands for the effect
of the treatment.

111



Figure 4.5: Event study: patents and capital intensity.

Note: Event study for the impact of first patenting when it takes place either at a parent
firm or at a subsidiary. Parameters are estimated under parallel trend assumptions
conditional on the number of employees and age (in logs), 2-digit sector and regional
dummies. Blue lines denote point estimates and simultaneous 99% confidence bands
for the effect of the treatment.

In the case of market shares (Figure 4.2), we do observe a significant
increase in the following periods, up to six years after the patents have
been granted. We spot similar significant patterns when we test for firm
size, as measured in terms of revenues, and for capital intensity. Alto-
gether, as expected, the pattern of productivity is not statistically signifi-
cant, in line with results shown in Table 4.4.

4.4.3 Robustness checks

We perform two different robustness checks. Results are reported in Ap-
pendix C.

First, we check whether the corporate perimeter matters for the mag-
nitude and the significance of the impact of the patenting activity. We
separately test the impact of patents held by parent companies and par-
ents held by subsidiaries, based on prior knowledge that most ICT com-
panies are multinational enterprises that can locate R&D labs across na-
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tional borders, while exploiting locally competitive advantages and dif-
ferent opportunities for optimal intra-firm tax strategies. Appendix Ta-
bles C.6 and C.7 show that main tenets on market shares and firm size
are confirmed, even if we have to work with smaller subsets if compared
to previous baseline analyses. However, the coefficient for the impact
of capital intensity (Table C.6) does not keep statistical significance in the
case of headquarters. Notably, we can never observe a significant change
in productivity, neither in the case of headquarters nor in the case of sub-
sidiaries.

A second concern we have is that we can find several activities unre-
lated to the core activity within the same perimeter together with head-
quarters, as for example in the case of bigger business groups that differ-
entiate their exposure across different markets. In this case, we perform
separate tests on: i) subsidiaries that are active in the same 2-digit sector
of the parent company, and ii) subsidiaries whose main activity is dif-
ferent from the parent. Interestingly, only ICT subsidiaries in the same
2-digit sector of the parent show an impact according to our expectations
on market shares and firm size (Appendix Table C.8). There is no signif-
icant impact on the latter outcomes when a subsidiary operates outside
the core industry of the parent company. An exception is the case of
capital intensity, in Appendix Table C.9, possibly due to an increase in
tangible assets that any investment undertaken by a subsidiary entails
whatever the industry.

Third, we check for alternative specifications of the empirical strat-
egy as already provided by Callaway and Pedro HC Sant’Anna (2020).
Specifically, we consider an alternative ATT (g, t) estimator defined Out-
come Regression (OR). The approach is similar to the doubly robust ap-
proach we adopted in the baseline. The difference is that it does not
rely on the conditional probability of being treated. In practice, the term
pg(X) is omitted from Eq. 4.2. From an econometric point of view, it does
not control for the characteristics that make treated companies (i.e., firms
being granted a patent) different from the ones that are not (i.e., firms
that never obtain a granted patent in our analyses). Results are reported
in Appendix Table C.10. Also in this case, all previous results are con-
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firmed, although the coefficient on capital intensity loses some statistical
significance.

4.5 Productivity and misallocation

We have already provided evidence that patenting allows companies to
obtain larger market shares, whereas we did not find any significant im-
pact on labor productivity. In this Section, we want to check how market
shares and productivity co-move in the same period of analysis, as the
latter is an information that is useful to quantify allocative efficiencies in
the ICT industry. The intuition is that markets are inefficiently allocating
productive resources when less productive firms are obtaining market
shares at the expense of more productive firms. In this respect, we rely
on (Olley and Pakes, 1996) who provide a simple decomposition of the
level of aggregate labor productivity into an unweigthed firm-level av-
erage and a covariance term, as follows:

N∑
i=1

∆sit∆pit =

N∑
i=1

sitpit − p̄t (4.5)

where sit is the market share of firm i at time t and pit denotes the
logarithmic terms of labour productivity. In Figure 4.6, we sketch the
trend of the covariance term after using all available information about
global ICT firms in our dataset. Interestingly, the covariance between
market shares and productivity is always positive and overall rising in
the period we investigate. We comment that the ICT global industry is
a dynamic and rising sector, where there is still room for market gains
by competitive companies. As demonstrated by preliminary evidence
in Table 4.2, firms that obtain patents are considerably more productive
than non-patentees.

Obviously, the IPR regime did not prevent the market from revealing
productivity gains and allocate resources efficiently among most efficient
firms. Yet, what we can conclude from our findings are that those pro-
ductivity gains have been obtained not because of the IPR protection they
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obtained.

Figure 4.6: Productivity and efficient allocation

Note: The figure illustrates the allocative efficiency of market shares with respect to
labour productivity, as from the methodology proposed by Olley and Pakes, 1996. A
rising covariance term between market shares and productivity indicates that more
productive firms are gaining market shares.

4.6 Conclusion

The global ICT industry is a fundamental source of growth in modern
economies. Its products and services are not only purchased by final
consumers that want to upgrade and update on newest technologies;
they are also important inputs in the production processes of many other
sectors. Comprehensibly, the sector attracts the attention of policy mak-
ers and commentators. Most recently, serious doubts have been raised
about a too fast market concentration among few Big-Tech global play-
ers. Antitrust authorities both in the US and the European Union started
to investigate whether there is evidence of detrimental effects to social
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welfare.

Against this background, we believe the industry is a peculiar case
where we can study the impact of IPR protection on firm-level outcomes.
In fact, the ICT industry is also the one from where major innovation ef-
forts have been granted patents in latest years. One should pay more
attention to the link between IPR protection and market concentration,
as there is by now an important strand of literature that underlines im-
portant drawbacks of actual IPR regimes.

In this contribution, we provide a test on the direction of causality
running from patenting activity to firm-level outcomes, namely market
shares, productivity, firm size, and capital intensity. We adopt a novel
unbiased approach for a difference-in-difference setup, where treatment
can occur at different moments on the timeline. We show how firms that
are granted patents can benefit from a rise in market share, firm size, and
capital intensity.

Interestingly, labor productivity does not significantly change after
IPR protection. Yet, stylized facts show how patentees are on average
much more productive than non-patentees. Therefore, we comment that
more productive firms are the ones that are able to sustain the fixed costs
of innovation. In the case of ICT industry, innovation take place mostly
in terms of new products to be sold on the market. Thereafter, they can
use IPR regimes to obtain market power and consolidate their position
against competitors, therefore contributing to the rise of superstar firms.

In our view, there are important avenues of studies that could help
understanding better the relationship between IPR protection and mar-
ket structures. Among others, one limitation of our study is that we do
not have a counterfactual for what could have been the performance of
the entire industry if the IPR regime had been different. When we per-
form a productivity decomposition á la Olley and Pakes (1996), we ob-
serve that more productive firms on average have gained higher market
shares in the period of analysis. Thus, there has been an allocation of
productive resources towards more efficient firms. Yet, one would like
to know whether there could have been even more efficiency gains with
a different regulation of IPR. From another point of view, one could be
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interested in studying the impact of patenting activity on the actual pur-
chasers of ICTs, including firms that take ICTs as inputs to improve the
quality of products and services across sectors different from ICT.

The literature on market competition still has some open challenges
that need to be considered. Berry, Gaynor, and Scott Morton (2019) high-
light that empirical studies focusing on firms’ market power suffer from
limitations. For instance, the market structure and key outcomes of mar-
ket power are not usually observed from the data and they need to be
estimated or calculated, leading to possible imprecisions. Furthermore,
endogeneity problems arise when considering the relationship between
markups, market share and industry concentration. Another important
issue is that the drivers of market power have changed over the last
decades and information technology has a crucial role in it. For exam-
ple, considering the production side, information technology may lead
to higher markups as it is usually a part of firms’ fixed costs. From the
demand side, network effects between consumers on online platforms
may affect competition.

Moreover, the literature highlights that antitrust enforcement has been
loosed. As a result, the domination of the markets by one or a few firms
has been facilitated (Berry, Gaynor, and Scott Morton, 2019; Shapiro,
2019). The US and the global market need to redirect the antitrust pol-
icy to enhance competition, highlighting the necessity to reconsider and
carefully evaluate cases of mergers and firm strategies aiming to exclude
dominated firms or to enable anti-competitive practices in the labor mar-
ket.

Recent evidence on patents, market structure and firm performance,
indicates that future research needs to further investigate the factors re-
lated to intellectual property rights that drive competition. The geo-
graphic concentration of IT patenting brings about the need to study its
effect on competition, firms’ competitiveness or any further implications,
like the development of innovative cities (Forman and Goldfarb, 2020).
Finally, due to the absence of information on firms’ exports, our study
remains silent on the implications of patenting on trade. Studies like
De Rassenfosse et al. (2020) that show the positive effects of patent pro-
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tection on exports, may motivate future research to focus on the nexus
between market power, trade and patents.
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Chapter 5

Conclusion

In this thesis, we looked into different drivers of firms’ competitiveness
and market competition.

At first we considered the interaction between regional disparities
and agglomeration economies taking advantage of detailed spatial in-
formation of firms. Then, we assessed the impact of foreign managers
on firms’ competitiveness. Finally, we shed light on the nexus between
property rights from innovation, productivity and market competition
in the ICT sector.

In the following section, we summarize the most crucial contributions
and findings.

5.1 Summary

In Chapter 2 we applied a machine learning algorithm to cluster firms
at a fine-grained scale. In particular, we applied a density-based cluster-
ing algorithm, the OPTICS (Ankerst et al., 1999) to examine the extent to
which agglomeration economies explain regional disparities within Italy.
After confirming the well-known productivity inequalities between North
and South, we found that firms are more productive on average within
clusters. To go deep into the role of agglomeration economies and selec-
tion mechanisms, we performed the econometric approach developed
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by Combes et al. (2012). Our findings suggest that dense clusters of
firms generate agglomeration externalities that remain significant within
macro-region. Interestingly, we observe that productive firms in the North
and the Centre benefit more from these externalities, indicating that com-
petitive firms are more efficient when taking advantage of their produc-
tion inputs. Our evidence regarding market selection effects is not con-
firmed when performing the analysis within each region. To this end,
we argue that the spatial scale we consider here is not able to efficiently
capture selection mechanisms.

In Chapter 3 we tested the impact of foreign managers on produc-
tivity of manufacturing firms operating in the UK for the period 2009-
2017. Our evidence suggests that domestic firms become more com-
petitive after recruiting foreign managers as they increase productivity.
These productivity gains are explained by foreign managers with previ-
ous industry-specific experience. In the case of foreign firms, we found
no significant effects after recruiting foreigners. Therefore, we argue that
productivity gains already occurred after acquisition by multinationals.
However, foreign managers’ know-how is still valuable for domestically-
owned enterprises as they allow them to become more competitive and
catch up their foreign rivals.

In Chapter 4 we empirically assessed the impact of patenting on mar-
ket share and labor productivity on a sample of firms operating in the
ICT sector globally. Our main findings indicate that companies increase
market share after granting patents. However, we did not find signifi-
cant productivity gains. We argue that IPR protection enhances firms’
market power while it does not boost competitiveness. However, the
IPR does not hamper the efficient allocation of production resources, as
productive firms have enjoyed a larger market share over the years. In
any case, policymakers should be skeptical about the implications of IPR
protection on the emerging ICT sector.
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A.1 Total Factor Productivity at the firm-level

The identification strategy proposed by Ackerberg, Caves, and Frazer
(2015) currently represents one of the most robust solution to the tradi-
tional challenges littering the econometric estimation of production func-
tions. It represents a refinement of the previous semi-parametric tech-
niques (Olley and Pakes, 1996; Levinsohn and Petrin, 2003) designed
to overcome the well-known simultaneity bias affecting most basic OLS
estimates. The simultaneity bias arises because firms optimally choose
input levels at the moment they take stock of their productivity. To in-
troduce the problem, let us consider a log-transformed Cobb-Douglas
production function as the following:

yit = β0 + βkkit + β``it + βmmit + vit

where y is output, k is capital, ` is labour andm is material. We repre-
sent a composed error as vit = εit + ωit. As usual, εit is the idiosyncratic
component, whereas ωit is the unobservable productivity shock corre-
lated with the choice of inputs.

So called control-function methodologies previously addressed this
sort of endogeneity by introducing an input demand function to catch
any productivity shock. The latter is consequently proxied by ωit =

f−1t (kit, dit), where dit can be intermediate inputs (Levinsohn and Petrin,
2003) or investment (Olley and Pakes, 1996). Once ωit is plugged into
the production function, a two-steps semi-parametric estimator can be
implemented to derive both productivity and marginal contributions of
production factors.

In this context, Ackerberg, Caves, and Frazer (2015) preserves the in-
tuition of the identification strategy above but with a variation into the
set of preliminary assumptions. The authors consider the existence of
hiring and firing costs that hinder the immediate adjustment of labour,
thus incorporating it in the intermediate input demand function, mit =

ft(kit, ωit, `it). In other words, Ackerberg, Caves, and Frazer (2015) prove
that if labour is a predetermined variable of the production system, then
it becomes functionally dependent on the other inputs. This aspect per
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se makes the first stage of both Olley and Pakes (1996) and Ackerberg,
Caves, and Frazer (2015) inconsistent and prone to collinearity issues.
The production function is therefore correctly written as:

yit = β0 + βkkit + βl`it + βmmit + f−1t (kit,mit, `it) + εit

= Φt(kit,mit, `it) + εit

In a first stage, only the composite term Φt(kit,mit, `it) is identified,
which can be specified as a polynomial expression, Φt, and estimated
with simple OLS. In the second stage, productivity and inputs’ elastici-
ties are derived as follows.

By assumption, productivity evolves according to a first order Markov
process ωit = E[ωit|ωit−1] + ξit = g(ωit−1) + ξit. Given this hypothesis
and the estimates for Φ̂t from the first step, the Cobb-Douglas can be
rearranged as:

yit = βkkit + βl`it + βmmit + ρ(Φ̃t−1(•) − β0 − βkkit−1 − βmmit − β``it−1) + ξit + εit

At this point, a generalised method of moments (GMM) must be ap-
plied to derive β0, βk, β`, βm and ρ. Ackerberg, Caves, and Frazer (2015)
impose a set of moment conditions drawn on the orthogonality between
ξit and the state variable, as well as on the orthogonality between ξit and
lags of inputs potentially correlated with productivity:

E

[
(ξit + εit)⊗


1
kit

mit−1
`it−1

Φ̃t−1(kit−1,mit−1, `it−1)


]

= 0

The procedure is originally implemented on a production function
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whose output is value added and, hence, where no intermediate inputs
show up on the right-hand side. In our analysis, we perform both a gross
output and a value added variant.

In order to account for structural characteristics of each industry, we
estimate 2-digit NACE Rev.2 production functions. Labour, capital and
intermediate inputs are measured by number of employees, fixed assets
and material costs, respectively. Output is proxied by added value. Real
values are obtained by deflating nominal accounts according to Eurostat
producer price indices (PPI) in base year 2015.

Please note that balance sheet original values are previously treated
for outliers detection. Our outlier detection method follows a boxplot
procedure with fences. The lower outter fence is defined as the difference
between the 10th percentile minus 9× the distance between the 10th and
the 90th percentile. The upper outter fence is defined as the difference
between the 90th percentile plus 9× the distance between the 10th and
the 90th percentile. Once we spot growth rates falling under the lower
outter fence above the upper outter fence (extreme outliers), we drop those
companies that have at least one time observation with only one extreme
outlier among labour, capital and materials.
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B.1 Tables

Table B.1: Board, committee or department in which managers’ belong

Title No. of managers-per-role
Senior management 65,207
Board of Directors 56,044
Operations & Production & Manufacturing 11,180
Sales & Retail 8,788
Finance & Accounting 6,279
Administration department 4,684
Human Resources (HR) 3,974
Information Technology (IT) & Information Systems (IS) 3,344
Purchasing & Procurement 3,233
Research & Development / Engineering 3,063
Marketing & Advertising 2,770
Health & Safety 677
Branch office 271
Legal/Compliance department 119
Product/Project/Market Management 119
Executive Committee 105
Audit Committee 57
Nomination Committee 56
Remuneration/Compensation Committee 52
Corporate Governance Committee 34
Supervisory Board 16
Risk Committee 11
Safety Committee 7
Executive Board 5
Environment Committee 4
Public & Government Affairs 3
Quality Assurance 3
Ethics Committee 3
Others 17,752

Note: The table reports roles of managers as present from our sample. Any manager
can cover more than one role in the same company, or she can participate to the man-
agement of more than one company at the same time. We exclude from original sources
only shareholders and advisors without any role in the daily management of the firm.
Please note how names of roles are not standard across firms, as they may follow the
specific responsibilities attributed to individuals autonomously within firms.
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Table B.2: Top 10 origin countries of foreign-owned firms

Nationality No. of companies

United States 1,201
Germany 357
Japan 264
France 241
Sweden 172
Switzerland 148
Ireland 131
Netherlands 128
Italy 93
Luxembourg 87
Others 935

Note: We define a foreign-owned firm following international standards (OECD, 2005;
UNCTAD, 2009; UNCTAD, 2016), according to which a subsidiary is controlled after a
(direct or indirect) concentration of voting rights (> 50%).
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C.1 Tables

Table C.1: Countries included in the analysis

Austria France Lithuania Slovenia
Belgium Germany Luxembourg South Korea
Brazil Greece Malta Spain
Bulgaria Hungary Netherlands Sweden
Canada India Norway Switzerland
China Ireland Poland Taiwan
Croatia Israel Portugal Turkey
Czech Republic Italy Romania United Kingdom
Denmark Japan Russia United States
Finland Latvia Slovakia

Table C.2: The ICT perimeter based on NACE rev. 2 industries

NACE Rev. 2 Description

26.1 Manufacture of electronic components and boards
26.2 Manufacture of computers and peripheral equipment ICT manufacturing
26.3 Manufacture of communication equipment
26.4 Manufacture of consumer electronics
58.2 Software publishing
61 Telecommunications
62 Computer programming, consultancy and related activities ICT services
63.1 Data processing, hosting and related activities; web portals
95.1 Repair of computers and communication equipment

Note: The definition of the ICT perimeter based on Benages et al. (2018),

129



Table C.3: Firm-level outcomes and patenting activity. Correlations. Par-
ents’ patents.

Variable θOs s. e. N. obs.

(log) Market share .036*** (.007) 931,613

(log) Labor productivity .037*** (.007) 931,613

(log) Firm size .076*** (.008) 931,613

(log) Capital intensity .043*** (.007) 931,613

Note: Each coefficient is the result of a least-square regression of the firm-level outcome
(by row) vis á vis the number of patents granted each year to the company standardized
with the inverse of an inverse hyperbolic sine transformation (ln(x +

√
x2 + 1)) to

approximate the natural logarithm while retaining zeros, as suggested by (Bellemare
and Wichman, 2020). Firm-level controls, firm-level fixed effects, and country-year
fixed effects are included. Firm-level clustered standard errors are reported.

Table C.4: Firm-level outcomes and patenting activity. Correlations. Sub-
sidiaries’ patents.

Variable Coeff. s. e. N. obs.

(log) Market share .012* (.007) 931,613

(log) Labor productivity .013* (.007) 931,613

(log) Firm size .027*** (.009) 931,613

(log) Capital intensity .058*** (.008) 931,613

Note: Each coefficient is the result of a least-square regression of the firm-level outcome
(by row) vis á vis the number of patents granted each year to the company standardized
with the inverse of an inverse hyperbolic sine transformation (ln(x +

√
x2 + 1)) to

approximate the natural logarithm while retaining zeros, as suggested by (Bellemare
and Wichman, 2020). Firm-level controls, firm-level fixed effects, and country-year
fixed effects are included. Firm-level clustered standard errors are reported.
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Table C.5: Treatment group: baseline and robustness checks

Year of treatment (1)
First observed

patents granted
either to

headquarters or
subsidiaries

(2)
First observed

patents granted to
headquarters only

(3)
First observed

patents granted to
subsidiaries only

(4)
First observed

patents to
subsidiaries in
headquarters’

sector

(5)
First observed

patents to
subsidiaries of a
different sector

2010 125 69 39 21 8
2011 104 63 28 7 16
2012 64 39 20 11 7
2013 52 30 17 5 9
2014 54 36 15 8 7
2015 51 28 20 10 5
2016 48 29 19 9 8
2017 48 33 15 6 8

Total 546 327 173 77 68

Table C.6: Aggregate ATT for patents in parent firms only.

Variable θOs s. e. No. of treated firms No. of untreated firms

(log) Market share .099*** (.035) 327 24,506

(log) Labor productivity .030 (.026) 327 24,506

(log) Firm size .104*** (.035) 327 24,506

(log) Capital intensity .034 (.044) 327 24,506

Note: The table illustrates aggregate treatment effects under the assumption of parallel
trends conditional on firm level control variables, 2-digit sector and regional dummies,
allowing for clustering at the firm level. *, ** and *** denotes significance at 10%, 5%
and 1% respectively.
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Table C.7: Aggregate ATT for patents in subsidiaries only.

Variable θOs s. e. No. of treated firms No. of untreated firms

(log) Market share .102** (.043) 173 24,506

(log) Labor productivity .050 (.035) 173 24,506

(log) Firm size .114*** (.044) 173 24,506

(log) Capital intensity .172*** (.066) 173 24,506

Note: The table illustrates aggregate treatment effects under the assumption of parallel
trends conditional on firm level control variables, 2-digit sector and regional dummies,
allowing for clustering at the firm level. *, ** and *** denotes significance at 10%, 5%
and 1% respectively.

Table C.8: Aggregate ATT for patents only in subsidiaries of the same 2-
digit sector.

Variable θOs s. e. No. of treated firms No. of untreated firms

(log) Market share .111* (.061) 77 24,506

(log) Labor productivity .049 (.051) 77 24,506

(log) Firm size .122** (.060) 77 24,506

(log) Capital intensity .176* (.093) 77 24,506

Note: The table illustrates aggregate treatment effects under the assumption of parallel
trends conditional on firm level control variables, 2-digit sector and regional dummies,
allowing for clustering at the firm level. *, ** and *** denotes significance at 10%, 5%
and 1% respectively.
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Table C.9: Aggregate ATT for patents only in subsidiaries of a different 2-
digit sector.

Variable θOs s. e. No. of treated firms No. of untreated firms

(log) Market share .064 (.066) 68 24,506

(log) Labor productivity .026 (.052) 68 24,506

(log) Firm size .080 (.064) 68 24,506

(log) Capital intensity .224** (.104) 68 24,506

Note: The table illustrates aggregate treatment effects under the assumption of parallel
trends conditional on firm level control variables, 2-digit sector and regional dummies,
allowing for clustering at the firm level. *, ** and *** denotes significance at 10%, 5%
and 1% respectively.

Table C.10: Patenting and firm-level outcomes - ATT obtained with an out-
come regression approach.

Variable θOs,or s. e. No. of treated firms No. of untreated firms

(log) Market share .124*** (.027) 546 24,506

(log) Labor productivity .023 (.020) 546 24,506

(log) Firm size .129*** (.026) 546 24,506

(log) Capital intensity 0.065* (0.034) 546 24,506

Note: The table illustrates aggregate treatment effects using outcome regression es-
timands by Callaway and Pedro HC Sant’Anna, 2020 and under the assumption of
parallel trends conditional on firm level control variables, 2-digit sector and regional
dummies, allowing for clustering at the firm level. *, ** and *** denotes significance at
10%, 5% and 1%, respectively.

133



Bibliography

A’Hearn, Brian and Anthony J Venables (2013). “Regional disparities: in-
ternal geography and external trade”. In: The Oxford handbook of the
Italian economy since Unification.

Abadie, Alberto and Guido W. Imbens (2006). “Large Sample Properties
of Matching Estimators for Average Treatment Effects”. In: Economet-
rica 74.1, pp. 235–267.

Accetturo, Antonio et al. (2018). “Geography, productivity, and trade:
Does selection explain why some locations are more productive than
others?” In: Journal of Regional Science 58.5, pp. 949–979.

Acemoglu, Daron and Ufuk Akcigit (2012). “Intellectual property rights
policy, competition and innovation”. In: Journal of the European Eco-
nomic Association 10.1, pp. 1–42.

Acemoglu, Daron, David Autor, et al. (May 2014). “Return of the Solow
Paradox? IT, Productivity, and Employment in US Manufacturing”.
In: American Economic Review 104.5, pp. 394–99.

Ackerberg, Daniel A, Kevin Caves, and Garth Frazer (2015). “Identifica-
tion properties of recent production function estimators”. In: Econo-
metrica 83.6, pp. 2411–2451.

Acs, Zoltan J and David B Audretsch (1988). “Innovation in large and
small firms: an empirical analysis”. In: The American economic review,
pp. 678–690.

Aghion, Philippe, Nick Bloom, et al. (2005). “Competition and innova-
tion: An inverted-U relationship”. In: The quarterly journal of economics
120.2, pp. 701–728.

Aghion, Philippe and Peter Howitt (1990). A model of growth through cre-
ative destruction.

134
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