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Abstract 

This dissertation investigates the functional interplay between visual 
and auditory systems and its degree of experience-dependent plasticity. 
To function efficiently in everyday life, we must rely on our senses, 
building complex hierarchical representations about the environment. 
Early sensory deprivation, congenital (from birth) or within the first year 
of life, is a key model to study sensory experience and the degree of 
compensatory reorganizations (i.e., neuroplasticity). Neuroplasticity can 
be intramodal (within the sensory system) and crossmodal (the 
recruitment of deprived cortical areas for remaining senses). However, 
the exact role of early sensory experience and the mechanisms guiding 
experience-driven plasticity need further investigation. To this aim, we 
performed three electroencephalographic studies, considering the 
aspects: 1) sensory modality (auditory/visual), 2) hierarchy of the brain 
functional organization (low-/high-level), and 3) sensory deprivation 
(deprived/non-deprived cortices). The first study explored how early 
auditory experience affects low-level visual processing, using time-
frequency analysis on the data of early deaf individuals and their 
hearing counterparts. The second study investigated experience-
dependent plasticity in hierarchically organized face processing, 
applying fast periodic visual stimulation in congenitally deaf signers and 
their hearing controls. The third study assessed neural responses of 
blindfolded participants, using naturalistic stimuli together with 
temporal response function, and evaluated neural tracking in 
hierarchically organized speech processing when retinal input is absent, 
focusing on the role of the visual cortex. The results demonstrate the 
importance of atypical early sensory experience in shaping (via intra- 
and crossmodal changes) the brain organization at various hierarchical 
stages of sensory processing but also support the idea that some 
crossmodal effects emerge even with typical experience. This 
dissertation provides new insights into understanding the functional 
interplay between visual and auditory systems and the related 
mechanisms driving experience-dependent plasticity and may 
contribute to the development of sensory restoration tools and 
rehabilitation strategies for sensory-typical and sensory-deprived 
populations. 
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Chapter 1  

Introduction 

1.1 Background 

In 2017, while attending a summer school at Imperial College 
London, I met Noah Wall, then five-year-old. Noah was born with only 2 
percent of his brain due to a severe form of fetal spina bifida, so his 
chance to survive long after the birth was minimal. However, by the age 
of three, after extensive training and rehabilitation procedures, Noah had 
grown about 80 percent of his brain back and learned how to walk, speak, 
and count as any other toddler. The grown-back brain of Noah is an 
example of thriving neuroplasticity – the ability of the brain to repair 
itself through growing new pathways and reorganizing to compensate 
for a loss (e.g., resulting from fetal anomalies, neonatal damage, or 
sensory deprivation early in life). 

In everyday life, to survive and function effectively, it is essential to 
rely on our senses and build complex hierarchical representations about 
the environment. As dynamic creatures, humans rely heavily on vision 
in the constantly changing environment to analyze what happened in 
the past and predict what could happen in the future. These include both 
basic aspects, such as the ability to recognize familiar patterns and detect 
novel ones and orienting, and more complex ones, such as identifying 
familiar objects, and recognizing faces and emotional facial expressions 
for effective interpersonal communication. Along with vision, hearing 
and speech processing are crucial for our successful navigation and 
effective social communication in complex and challenging listening 
environments, which often comprise speech signals embedded into 
background noise. Visual and auditory systems are highly 
interconnected, and we greatly benefit from interactions between 
sensory modalities which alter each other's processing. Moreover, the 
brain has been hypothesized to have rather a metamodal structure 
(Alvaro Pascual-Leone & Hamilton, 2001), where cortical areas perform 
their specific computations regardless of the sensory input, selecting the 
optimal sensory modality from the competing ones. As a result, we can 
understand and segment incoming information quickly and with ease, 
even unconsciously.  
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Sensory-deprived individuals, relying heavily on their intact senses, 
can adapt to sensory loss and effectively manage their everyday life. 
Furthermore, sensory-deprived individuals even outperform their 
neurotypical counterparts in some tasks, demonstrating enhanced 
perceptual abilities. It becomes possible due to experience-dependent 
plasticity, a fundamental property of the brain to change and adapt in 
response to the environment because of experience.  

Early sensory deprivation (i.e., the reduction or removal of input 
from one or more senses since birth or within the first year of life) is a 
key and unique model for understanding the role of early sensory 
experience in the brain development, the degree of adaptive structural 
and functional reorganizations in the brain that drive behavioral 
performance, as well as corresponding neuronal mechanisms (Ricciardi, 
Bottari, Ptito, Röder, & Pietrini, 2020). Numerous studies on human data 
and animal models showed that to compensate for the lack of sensory 
input, plastic reorganizations tend to happen during the early years of 
life and at multiple levels in the brain (Bavelier & Neville, 2002; Merabet 
& Pascual-Leone, 2010; Rauschecker, 1995, 2002; Ricciardi & Pietrini, 
2011). Within the current dissertation, we focus on auditory and visual 
deprivations, which have been shown to induce partially common 
mechanisms (Bavelier & Neville, 2002; L. Bell et al., 2019; Merabet & 
Pascual-Leone, 2010; Pavani & Röder, 2012). These sensory deprivations 
are associated with crossmodal and intramodal changes in the brain 
(Bola et al., 2017; Heimler, Weisz, & Collignon, 2014; Merabet & Pascual-
Leone, 2010; Striem-Amit, Bubic, & Amedi, 2012).  

Crossmodal reorganizations in the brain reflect the recruitment of 
cortical areas of a deprived sensory modality to process input 
originating from the intact sensory modalities (Bavelier & Neville, 2002; 
Merabet & Pascual-Leone, 2010; Sharma, Campbell, & Cardon, 2015). 
Crossmodal plasticity in deaf or cochlear implanted individuals could 
be illustrated by the recruitment of parts of their brain that are typically 
considered for processing auditory input to process non-auditory ones, 
such as visual and tactile (Benetti et al., 2017; Bola et al., 2017; Bottari et 
al., 2014; Cardin et al., 2013; Finney, Clementz, Hickok, & Dobkins, 2003; 
Finney, Fine, & Dobkins, 2001; Karns, Dow, & Neville, 2012; Leonard et 
al., 2012; MacSweeney et al., 2002; Sandmann et al., 2012; Stropahl et al., 
2015). Similarly, crossmodal plasticity in blind individuals encompasses 
the recruitment of the occipital cortex, ordinarily responsible for visual 



3 

 

processing, to process sound and touch (Bedny, Pascual-Leone, Dodell-
Feder, Fedorenko, & Saxe, 2011; Bedny, Richardson, & Saxe, 2015; 
Collignon et al., 2011; Collignon, Voss, Lassonde, & Lepore, 2009; 
Gougoux, Zatorre, Lassonde, Voss, & Lepore, 2005; Merabet et al., 2008; 
Poirier et al., 2006; Ricciardi et al., 2007; Röder, Stock, Bien, Neville, & 
Rösler, 2002; Sadato et al., 1996). 

In the context of sensory deprivation, intramodal reorganizations in 
the brain occur within a sensory modality, resulting from altered usage 
(increased or decreased) of that modality due to altered input 
availability. This is the case of responses in the visual cortex of deaf and 
cochlear implanted individuals (Bavelier et al., 2000, 2001; Bottari et al., 
2014; Doucet, Bergeron, Lassonde, Ferron, & Lepore, 2006; Hauthal, 
Thorne, Debener, & Sandmann, 2014). Similarly, blind individuals 
demonstrate intramodal changes as a consequence of sensory 
deprivation through responses in their auditory cortex (Burton et al., 
2002; Elbert et al., 2002; Gougoux et al., 2009; Röder, Rösler, & Neville, 
1999; Röder et al., 2002). Furthermore, this type of plasticity is well 
known to happen also in the neurotypical population, following 
extensive training and learning, affecting a particular modality (see for 
the reviews: Chang, 2014; Münte, Altenmüller, & Jäncke, 2002). 
Intramodal plasticity effects are characterized by the reduction or 
expansion of cortical representations (Elbert et al., 1994; Rauschecker, 
2002) and alterations of the functional tuning of neuronal responses 
(Huber et al., 2019). 

Crossmodal and intramodal reorganizations have been linked to 
enhanced behavioral performance in the remaining modalities in deaf 
and blind individuals compared to non-sensory deprived individuals. 
Particularly, deaf individuals show an advantage over hearing 
individuals in specific visual tasks (Amadeo, Campus, Pavani, & Gori, 
2019; Bavelier et al., 2000; Bottari, Caclin, Giard, & Pavani, 2011; Bottari 
et al., 2014; Bottari, Nava, Ley, & Pavani, 2010; de Heering, Aljuhanay, 
Rossion, & Pascalis, 2012; Nava, Bottari, Zampini, & Pavani, 2008; 
Proksch & Bavelier, 2002; Stoll et al., 2018; see for the reviews: Bavelier, 
Dye, & Hauser, 2006; Pavani & Bottari, 2012), whereas blind individuals 
outperform sighted individuals in a variety of non-visual task, including 
auditory and somatosensory, tasks (Arnaud, Gracco, & Ménard, 2018; 
Dietrich, Hertrich, & Ackermann, 2013; Muchnik, Efrati, Nemeth, Malin, 
& Hildesheimer, 1991; Nilsson & Schenkman, 2016; Röder, Rösler, 
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Hennighausen, & Näcker, 1996; Röder et al., 1999; see for the reviews: 
Kupers & Ptito, 2014; Pavani & Röder, 2012). 

The subject of ongoing research is the functional interplay between 
the visual and auditory systems in the human brain and its degree of 
experience-dependent plasticity. In the last thirty years, the progress of 
neuroimaging techniques and analytic tools has led to the grown interest 
in the human sensory-deprived model, with the increasing number of 
studies investigating congenital, early, and late blindness and deafness 
in humans at both behavioral and neural levels (Ricciardi et al., 2020). 
However, to date, it is still an ongoing debate on how and to what extent 
the brain reorganizes itself following temporary or permanent atypical 
sensory experience. Furthermore, understanding which mechanisms 
may guide such neuroplasticity is scarce and needs further attention.  

Therefore, in three different studies, this thesis addressed several 
open research questions to advance the current knowledge on the 
functional interplay between visual and auditory systems and the degree 
and mechanisms of experience-dependent changes in the human brain 
(each study is described below in section “1.2 Thesis Outline”). 
Answering these questions would let us get insights not only into how 
the brain functions in general (informing research on vision, audition, 
and audio-visual integration) but also into its potential to adapt to a 
sensory loss, which could contribute to the development of effective 
rehabilitation procedures (Collignon, Champoux, Voss, & Lepore, 2011; 
Heimler et al., 2014; Heimler & Amedi, 2020; Merabet & Pascual-Leone, 
2010).  

The following specific questions have been addressed in this thesis: 

(1) How the early auditory deprivation affects the oscillatory signatures 
of fundamental mechanisms of basic visual processing such as 
Repetition Suppression (RS) and Novelty Detection (ND)? To what 
extent the functional development of RS and ND responses is 
constrained within each sensory system, or does their functioning also 
depend on the input availability in the other senses? 

(2) Which aspects of face processing are experience-dependent?  
Whether and to what extent different functions of face processing 
encounter distinct neural adaptations to altered early auditory 
experience? 
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(3) What is the role of the visual cortex in different levels of continuous 
speech processing in the absence of competing retinal input? 

 

Overall, using electroencephalography (EEG), we investigated the 
functional interplay between visual and auditory systems, the degree, 
and mechanisms of experience-dependent changes in the human brain. 
We considered three main aspects of sensory processing: 1) modality 
(auditory or visual), 2) hierarchy of the brain functional organization 
(low-level or high-level), and 3) sensory deprivation (deprived or non-
deprived cortices). Moreover, in each of these three separate EEG-based 
studies, through collaborative efforts and shared expertise between 
research groups, we managed to test different though homogeneous 
population groups of participants and employ various experimental 
paradigms and methods of analysis. Thus, our research aims were 
probed from different angles. 

Studying both neurotypical and early sensory-deprived populations 
allows for assessing the effects of experience on human brain 
development and its functioning. That is, we could better understand 
whether and which neuroplastic changes are specific for the sensory-
deprived brain as a result of altered sensory experience or, instead, if it 
is a shared, general principle of neural organization and function in the 
brain (Ricciardi, Bonino, Pellegrini, & Pietrini, 2014). However, research 
involving sensory-deprived human models could be challenging due to 
the small size of the focus populations and difficulties with their 
recruiting (Cardin, Grin, Vinogradova, & Manini, 2020), as well as due 
to the high heterogeneity of their demographic and clinical variables 
(e.g., cause and onset of sensory deprivation, age, education) (Ricciardi 
et al., 2020). Therefore, nowadays, collaborations across laboratories are 
highly demanded (Cardin et al., 2020; Ricciardi et al., 2020).  

As for the employed here experimental paradigms and methods of 
analysis, time-frequency analysis has become a widely used approach in 
the last two decades, offering several advantages over traditional 
neurophysiological methods (such as event-related potentials, ERPs) of 
the EEG data analysis. It provides essential information on the EEG 
signal regarding the dynamic changes in amplitude and phase of neural 
oscillations across multiple specific frequencies, which is neglected in 
traditional ERP analysis and Fourie-based analyses of power (Morales & 

https://www.sciencedirect.com/topics/neuroscience/neural-oscillation
https://www.sciencedirect.com/topics/neuroscience/neural-oscillation
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Bowers, 2022; Roach & Mathalon, 2008; Catherine Tallon-Baudry, 
Bertrand, Delpuech, & Pernier, 1997). Hence, optimal evoked (phase-
locked) and induced (non-phase-locked) time-frequency representations 
of power could be computed and investigated, as well as inter-trial phase 
coherence, to measure the degree of phase consistency of the neural 
response across trials within conditions of interest.  

Another recent methodological development is represented by the 
analysis of EEG data following Fast Periodic Visual Stimulation (FPVS) 
or frequency-tagging. Frequency-tagging approach could tell us about 
different aspects of neural processing in terms of information flow. It has 
been successfully employed to study selective stimulus responses in 
EEG experiments of the last decade, particularly for face processing in 
typically developed individuals (Dzhelyova, Jacques, & Rossion, 2017; 
Liu-Shuang, Norcia, & Rossion, 2014; Rossion, Torfs, Jacques, & Liu-
Shuang, 2015; see Rossion, Retter, & Liu-Shuang, 2020 for a review). 
With frequency-tagging, a stimulus is presented repetitively at a fixed 
and fast periodic rate (i.e., frequency of interest), producing a robust 
steady-state evoked potential, and therefore, resulting in greater brain 
response at the tagged frequency. Thus, the frequency with which the 
stimulus is presented provides a frequency tag to identify the associated 
brain response. The advantages of this approach are in its sensitivity (i.e., 
very high signal-to-noise ratio), objectivity (i.e., responses are predefined 
by a stimulation frequency of interest), and the possibility to measure 
both low-level and high-level functions in the absence of explicit 
behavioral responses (e.g., Heinrich, 2009; Norcia, Appelbaum, Ales, 
Cottereau, & Rossion, 2015; Stothart, Quadflieg, & Milton, 2017; Vettori 
et al., 2019). 

With the methodological progress, it also became possible to employ 
noninvasive magneto- and electroencephalography (M/EEG) 
techniques together with system identification approaches in order to 
relate continuous stimuli (e.g., speech) to ongoing brain activity in time 
(see for the reviews: Alday, 2019; Brodbeck & Simon, 2020; Holdgraf et 
al., 2017). Classic neuroscientific paradigms imply multiple repetitions 
of short and isolated stimuli (e.g., single words, syllables, and sentences) 
and averaging responses recorded from the brain to obtain a sufficient 
signal-to-noise ratio (SNR). These paradigms, though, are incapable of 
studying neural responses to continuous speech signal and thus has been 
criticized as being less informative and not naturalistic for studying how 
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the language is processed in the brain (Alexandrou, Saarinen, Kujala, & 
Salmelin, 2020; Hamilton & Huth, 2020). Naturalistic speech stimuli 
(such as movies or narratives in the presence of background noise) are 
complex and resemble dynamic everyday life listening conditions, 
engaging simultaneously multiple perceptual and cognitive processes. 
In the past decade, naturalistic and continuously presented stimuli, 
previously avoided in functional magnetic resonance imaging (fMRI) 
research (Willems & van Gerven, 2018), have been widely employed in 
fMRI studies together with the advanced statistical and computational 
methods, making it possible to assess hierarchically organized language 
processing at multiple cortical sites and different temporal windows 
(e.g., Huth, Lee, et al., 2016; Huth, Nishimoto, Vu, & Gallant, 2012; see 
for reviews: Hamilton & Huth, 2020; Jääskeläinen, Sams, Glerean, & 
Ahveninen, 2021; Willems & van Gerven, 2018). However, despite fMRI 
technique has significantly higher spatial resolution compared to those 
of M/EEG, the latter offer far superior temporal resolution.  

Neurons can synchronize (or entrain) their activity to slow temporal 
fluctuations of an acoustic signal (i.e., envelope) (Luo & Poeppel, 2007). 
Such entrainment, or neural tracking of the speech envelope, has been 
considered a promising and more advanced tool for studying speech 
perception and comprehension (Giraud & Poeppel, 2012). For example, 
M/EEG studies on auditory selective attention widely employed the 
temporal response function (TRF) approach (Crosse, Di Liberto, Bednar, 
& Lalor, 2016) to identify an attended speaker in a more naturalistic 
multi-speaker, or cocktail-party (Cherry, 1953), scenario (Ding & Simon, 
2012; Mirkovic, Debener, Jaeger, & De Vos, 2015; J. A. O'Sullivan et al., 
2015; Zion Golumbic et al., 2013). Other recent studies used TRF to 
record the relationships between low-level acoustic features and high-
level semantic representations of continuous speech (e.g., Brodbeck, 
Hong, & Simon, 2018; Broderick, Anderson, & Lalor, 2019; Broderick, Di 
Liberto, Anderson, Rofes, & Lalor, 2021; Etard & Reichenbach, 2019).  

More specifically, TRF is a ridge regression-based system 
identification approach allowing to predict neural response from the 
stimulus (forward model/encoding), or vice versa, to reconstruct the 
stimulus from neural response (backward model/decoding). Forward 
TRF models describe how neural responses change as a function of a (or 
set of) specific stimulus feature(s) (for example, the envelope) and are 
advantageous over simple cross-correlation procedure when applied to 
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continuous speech, considering the autocovariance of the stimuli (Crosse 
et al., 2016). Forward modeling allows to minimize a common problem 
of temporal smearing of impulse response functions when averaging 
across time points, since the potential time delay between the stimuli and 
the recorded brain responses is taken into account (Crosse et al., 2016; 
Myers, Lense, & Gordon, 2019). Furthermore, unlike backward models, 
forward models are readily neurophysiologically interpretable (Haufe et 
al., 2014) and comparable (though not exactly identical) to cortical 
auditory evoked potentials (CAEPs) (Lalor & Foxe, 2010; Lalor, Power, 
Reilly, & Foxe, 2009).  

 

1.2 Thesis Outline 

The following three chapters contain EEG-based studies, and each 
chapter can be read independently from the other two chapters. 

The first study (Chapter 2) aimed to explore how early deafness 
affects the oscillatory signatures of two fundamental mechanisms of 
low-level visual processing: Repetition Suppression (RS) and Novelty 
Detection (ND). It is an open question, to what extent the functional 
development of RS and ND responses is constrained within each sensory 
system, or whether their functioning also depends on input availability 
in the other senses. With this aim, we investigated modulations of 
oscillatory activity and their relation to feedback/feedforward processes 
in the brain, in line with the predictive coding theories of sensory 
processing. The EEG data were acquired from the group of early deaf 
participants and their hearing counterparts exposed to repeated and 
novel visual events in the oddball paradigm. Using the time-frequency 
analysis, we evaluated between-group differences in RS and ND. We 
compared the evoked and induced oscillatory activities and inter-trial 
phase coherence. The results revealed experience-dependent changes 
selectively in the induced responses: in theta band for RS and in 
alpha/beta bands for ND. The modulations of evoked responses and 
inter-trial phase coherence were comparable between the two groups. 
Selective changes in induced activity may indicate altered feedback 
processes in early deaf individuals and suggest a better functional tuning 
of the visual system in early deaf individuals.  
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The second study (Chapter 3) investigated the experience 
dependence of the cortical organization for hierarchically organized face 
processing – one of the most studied human brain functions. To this aim, 
we combined fast periodic visual stimulation with frequency-tagging 
EEG. The EEG recordings were obtained in the group of participants 
from a rare population of congenitally deaf signers and their control 
group of hearing non-signers. Participants watched a continuous stream 
of repeated visual stimuli presented at the base stimulation frequency, 
with target stimuli occurring at the oddball frequency and its harmonics. 
This paradigm allowed us to obtain objective face-selective neural 
responses (i.e., visual steady-state responses) with a high signal-to-noise 
ratio in a relatively short stimulation time. We performed a series of 
three experiments and evaluated face-selective responses separately in 
the frequency-domain and in the time-domain: (Experiment 1) Face-
Object categorization, (Experiment 2) Emotional Facial Expression, and 
(Experiment 3) Individual Face discrimination. The results suggested 
that different aspects of the face processing system displayed specific 
experience-dependent functional organizations through partial 
adaptations in different ways (either intra- or crossmodal) to the altered 
early experience. 

In the first two studies, we investigated the impact of the permanent 
lack of auditory experience on low-level and high-level processes within 
the visual system and the corresponding neural mechanisms that may 
underlie enhanced visual processing skills in deaf individuals. In the 
third study, we investigated to what extent the visual cortex participates 
in tracking auditory input in case of typical development but when the 
competing visual input is absent.  

In particular, the third study (Chapter 4) assessed neural tracking in 
the hierarchy of continuous speech, focusing on the role of the early 
visual cortex. We recorded EEG responses of neurotypical blindfolded 
participants listening to meaningful and meaningless stories either in 
quiet or noise at different SNR. To assess neural speech tracking, we used 
linear mapping between the EEG data and corresponding stimuli to 
estimate temporal response function (TRF) to speech. We assessed low-
level acoustic (SNR) effects by contrasting TRFs resulting from listening 
to stories in quiet vs. noise, as well as high-level linguistic (Semantic) 
effects by contrasting TRFs resulting from listening to meaningful vs. 
meaningless stories, both embedded in noise. To better understand the 
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origin of such effects, we performed source modeling of the TRFs, 
focusing on the visual cortex. Our findings revealed low-level acoustic 
and high-level linguistic effects on envelope tracking, involving broad 
networks of activation beyond the auditory cortex. Furthermore, our 
findings revealed that the early visual cortex of blindfolded participants 
was involved into speech envelope tracking, and the magnitude of such 
entrainment was affected by low-level speech features. These findings 
contribute to the characterization of the functional role of the visual 
cortex in speech processing in the sighted and blind. 

Finally, a brief summary of the results, implications, limitations and 
future directions are outlined in (Chapter 5). 

 



11 

 

Chapter 2  

Oscillatory signatures of Repetition Suppression 
and Novelty Detection reveal altered induced 
visual responses in early deafness 

 

2.1 Introduction 

A fundamental property of the visual system is the ability to 
recognize familiar patterns and distinguish novel ones. This property 
unveils how neural dynamics are modulated by ongoing sensory 
processing on a short temporal scale (Kohn, 2007). When visual stimuli 
are repeated, the neural response is typically reduced. Such reduction, 
upon the second and subsequent stimulus presentations, has been 
usually referred to as Repetition Suppression (RS) or adaptation (Grill-
Spector, Henson, & Martin, 2006). Repetition suppression is stimulus-
specific, that is, it is not observed following the presentation of trains of 
physically different visual events (E. K. Miller, Li, & Desimone, 1993). 
Yet, a certain invariance to stimulus properties, such as size and location, 
has been described (Lueschow, Miller, & Desimone, 1994). Moreover, RS 
is known to interact with expectations of the repetition to occur (e.g., 
Summerfield, Wyart, Johnen, & de Gardelle, 2011), as well as with 
attentional processes (Hsu, Hämäläinen, & Waszak, 2014). The RS has 
been broadly studied in animal models (e.g., monkeys: Vinken, Op de 
Beeck, & Vogels, 2018; Vinken & Vogels, 2017; Vogels, 2016), and in 
humans, using multiple imaging tools, across different sensory 
modalities and multiple brain regions (see Gotts, Chow, & Martin, 2012; 
Webster, 2015 for the reviews).  

On the contrary, novel visual stimuli are typically associated with an 
increase of the neural response/excitability, as compared to previous 
events (Ranganath & Rainer, 2003; Sokolov, 1990). This neural response 
increase is assumed to represent the automatic detection of unexpected 
events (File & Czigler, 2018; Schomaker & Meeter, 2014) and has been 
termed Novelty Detection (ND) or orienting response (OR) (Lange, Seer, 
Finke, Dengler, & Kopp, 2015; Sokolov, 1963, 1990). This neural response 
has been observed in very different contexts, from awake and sleeping 
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newborns and infants (Háden, Németh, Török, & Winkler, 2016; 
Kushnerenko, Ceponiene, Balan, Fellman, & Näätänen, 2002; Snyder & 
Keil, 2008) to comatose patients (Morlet & Fischer, 2014), and it is 
generally assumed to reflect an automatic change-detection mechanism. 
The ND response has been widely studied with oddball paradigms, in 
which an infrequent and non-predictable stimulus (i.e., Deviant) is 
presented within a stream of repeated stimuli (i.e., Standards; Garrido, 
Kilner, Stephan, & Friston, 2009; Näätänen et al., 2012; Näätänen, 
Paavilainen, Rinne, & Alho, 2007). The ND signature in the evoked 
response potentials (ERPs) has also been termed Mismatch Negativity 
(MMN), and it has been described as a sort of "primitive intelligence": it 
represents the ability to extract invariant elements of past patterns and 
assesses whether a violation of them occurs in sensory streams 
(Näätänen, Tervaniemi, Sussman, Paavilainen, & Winkler, 2001).  

Typically, RS and ND are investigated as sensory-specific processes. 
Nonetheless, it is an outstanding issue to what extent the functional 
development of RS and ND responses are exclusively constrained within 
each sensory system (e.g., vision), or whether their functioning also 
depends on input availability in the other senses. To fill this gap, in the 
present study, we adopted the model of sensory deprivation to 
investigate the experience dependence of two basic properties of the 
visual system, namely the ability to recognize familiar patterns and 
distinguish novel ones. Specifically, we aimed to study whether long-
term experience-dependent plasticity following an early-onset profound 
deafness can shape the oscillatory signatures underlying visual RS and 
ND, which remains an open question. To this aim, we compared evoked 
and induced oscillatory activity, as well as inter-trial phase coherence, in 
early deaf individuals and their age-matched hearing controls. Based on 
the assumption of enhanced visual processing in early deaf individuals, 
we hypothesized (see section “2.1.2. The present study”) that early deaf 
individuals would display altered oscillatory signatures underlying RS 
and ND compared to hearing controls: increased RS and decreased 
engagement of the visual system for the ND. Furthermore, based on the 
literature (Bottari et al., 2016; Kral et al., 2017), we expected that RS and 
ND alterations would mainly involve induced activity and, thus, 
feedback processes.  

In case a sensory input is missing since birth, neural circuits of the 
spared sensory modalities are known to reorganize (see Cardin et al., 
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2020; Ricciardi et al., 2020 for the reviews). The term intramodal 
plasticity refers to the reorganization occurring within a sensory cortex 
when processing its typical sensory input (Bavelier & Neville, 2002; 
Striem-Amit, Dakwar, Reich, & Amedi, 2012). Among other causes, 
intramodal reorganizations are known to occur as a consequence of 
complete deprivation of other sensory modalities. This is the case of the 
responses in the auditory cortex when the visual inputs are lacking due 
to blindness (Huber et al., 2019) or the case of responses in the visual 
cortex when the auditory inputs are lacking due to deafness (e.g.,  
Bavelier et al., 2000; Bottari, Bednaya, Dormal, Villwock, Dzhelyova, 
Grin, Pietrini, Ricciardi, Rossion, & Röder, 2020; Bottari et al., 2011, 2014; 
Hauthal et al., 2014; Smittenaar, MacSweeney, Sereno, & Schwarzkopf, 
2016). Such neural plasticity effects are characterized by quantitative 
changes, such as the reduction or expansion of cortical representations 
(Elbert et al., 1994; Rauschecker, 2002), as well as alterations of the 
functional tuning of neuronal responses (Huber et al., 2019).  

At the behavioral level, intramodal plasticity in the context of sensory 
deprivation in other modalities has been typically associated with 
improved performances compared to individuals without sensory 
deficits (e.g., Bavelier et al., 2000; Bottari et al., 2011; Recanzone, 
Merzenich, Jenkins, Grajski, & Dinse, 1992). In humans, a permanent 
lack of auditory input alters visual processing, both at the behavioral and 
the neural level. For instance, changes in visual skills have been 
documented in deaf humans in terms of faster detection of abrupt onsets 
(Bottari et al., 2010), altered representation of time (Amadeo et al., 2019; 
Nava et al., 2008), lower discrimination thresholds of motion directions 
(Hauthal, Sandmann, Debener, & Thorne, 2013), and improved analysis 
of events occurring in the periphery of the visual field (Proksch & 
Bavelier, 2002; see Pavani & Bottari, 2012; Pavani & Röder, 2012 for the 
reviews; also, see a recent study by Smittenaar et al. (2016), where the 
authors proposed that observed enhanced peripheral visual skills in deaf 
individuals could be linked to an increase in cortical population 
receptive field size rather than to a decrease in cortical thickness in the 
primary visual cortex). Moreover, a visual processing advantage has 
been typically described in deaf individuals under conditions of 
attentional load (Dye, Hauser, & Bavelier, 2009; Proksch & Bavelier, 
2002); and when reorienting attentional resources (Stivalet, Moreno, 
Richard, Barraud, & Raphel, 1998). Similar behavioral advantages have 
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also been documented in deaf animal models (see Lomber, Meredith, & 
Kral, 2011 for a review). 

At the neural level, intramodal changes in the visual cortex of deaf 
individuals were initially more elusive, especially in fMRI studies 
(Bavelier et al., 2000; Finney et al., 2001). However, investigations 
employing electrophysiological measures found that individuals with 
early deafness display reduced visual cortex responsiveness to the onset 
of visual motion, as compared to hearing controls (Bottari et al., 2014). 
Similar findings have been reported in the visual cortices of individuals 
with late-onset deafness who use a cochlear implant (CI) (Sandmann et 
al., 2012). Furthermore, enhanced RS following repeated visual stimuli 
was reported in the same population (L.-C. Chen, Stropahl, 
Schönwiesner, & Debener, 2017). These findings have been interpreted 
as indices of increased neural efficiency during visual processing as a 
result of auditory deprivation (Bottari et al., 2014; L.-C. Chen et al., 2017; 
Sandmann et al., 2012; see Stropahl, Chen, & Debener, 2017 for a review).  

2.1.1 Probing intramodal plasticity through neural oscillations 

Efficient development of neural representations demands well-tuned 
cortico-cortical connectivity, which is shaped from both feedforward 
and feedback projections (Kral, Yusuf, & Land, 2017a). 
Electrophysiological measurements allow to investigate feedforward 
and feedback connectivity indirectly through the characterization of 
neural oscillations, which represent how information is encoded, 
transferred, and integrated between distinct brain regions and across 
multiple temporal scales (Siegel, Donner, & Engel, 2012). Neural 
oscillations comprise the evoked activity that is phase-locked to stimulus 
onset (i.e., the classic and widely used Event-Related Potentials, ERPs) 
and the induced activity that is non-phase-locked to stimulus onset) 
(David, Kilner, & Friston, 2006; Herrmann, Rach, Vosskuhl, & Strüber, 
2014; Tallon-Baudry & Bertrand, 1999). The evoked neural oscillatory 
activities have been suggested to be mostly associated with feedforward 
mechanisms, reflecting bottom-up sensory processes, whereas the 
induced activity has been linked with the interaction between the 
processing of sensory input and the ongoing neural activity, including 
feedback (top-down) information (C.-C. Chen et al., 2012; Engel, Fries, & 
Singer, 2001; Klimesch, Sauseng, & Hanslmayr, 2007; Tallon-Baudry & 
Bertrand, 1999). The measure of the neural response phase-locking 
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across trials (Inter-Trial Phase Coherence, ITPC) has also been used to 
further characterize neural efficiency. ITPC is positively associated with 
stimulus evoked firing rates in the visual system (e.g., Zareian et al., 
2020).  

When focusing on induced activity, the frequency of neural 
oscillations and the latency of these neural responses are also considered 
indirect indices of feedforward and feedback processes. When 
processing visual events, theta (4-7 Hz) and gamma (> 30 Hz) activities 
in the first 100 ms after stimulus onset have been associated with low-
level feedforward processes (e.g., Bastos et al., 2015; Busch, Debener, 
Kranczioch, Engel, & Herrmann, 2004; Fründ, Busch, Körner, Schadow, 
& Herrmann, 2007; Kienitz et al., 2021; Spyropoulos, Bosman, & Fries, 
2018). On the contrary, modulations in theta, alpha (8-14 Hz) and beta 
(15-30 Hz) frequency bands, occurring at a later latency, have been 
mostly associated with high-level inhibitory feedback processes exerting 
top-down influences (Arnal & Giraud, 2012; Bastos et al., 2015; Klimesch, 
2012; Klimesch, Fellinger, & Freunberger, 2011; Michalareas et al., 2016; 
Richter, Coppola, & Bressler, 2018; Van Kerkoerle et al., 2014). Thus, by 
investigating electrophysiological responses across multiple frequency 
bands and at different latencies, it is possible to infer whether they relate 
to feedback and/or feedforward processing. Notably, both bottom-up 
and top-down mechanisms have been proposed to play a role in RS and 
ND (Barbosa & Kouider, 2018; Garrido et al., 2009; Grill-Spector et al., 
2006; Kaliukhovich & Vogels, 2012; Summerfield, Trittschuh, Monti, 
Mesulam, & Egner, 2008; see Grotheer & Kovács, 2016 for a review), 
hence they are directly relevant for the scopes of the present study. 

2.1.2 The present study 

In hearing individuals, RS and ND have been linked with 
modulations of the power in various frequency bands. RS has been 
associated with a gradual power decrease of the induced gamma band 
(Engell & McCarthy, 2014; Gruber, Giabbiconi, Trujillo‐Barreto, & 
Müller, 2006; Gruber, Malinowski, & Müller, 2004) as well as with a 
decrease of the induced alpha band (Engell & McCarthy, 2014). The 
comparison of repeated and novel (or unrepeated) stimuli has also 
revealed power modulations of both induced (Barbosa & Kouider, 2018; 
T. Yan et al., 2017) and evoked (Hesse, Schmitt, Klingenhoefer, & 
Bremmer, 2017) theta band activity, as well as a modulation of the 
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induced alpha oscillations (Hesse et al., 2017). Overall, these effects have 
been linked to a sharpening of the neural response when representing a 
repeated visual event and to the orienting of attentional resources to 
novel stimuli – i.e., a combination of feedforward and feedback 
components. Whether early auditory deprivation affects neural 
oscillation to visual RS and ND, however, remains an open question. 
Addressing this question would allow to move beyond the general 
notion that intramodal plasticity occurs, to start unraveling how it 
manifests. In particular, it would allow to examine if feedforward and 
feedback mechanisms are altered by long-term auditory deprivation.  

A recent study demonstrated the differential role of developmental 
experience on evoked and induced activity in the auditory cortex of 
congenitally deaf cats, suggesting that induced activity might be 
particularly affected by the lack of sensory experience and linking this 
finding to feedback processes (Yusuf, Hubka, Tillein, & Kral, 2017). 
Similar results were found in the visual cortex of humans who missed 
visual experience in early development (Bottari et al., 2016), but to date, 
this type of evidence lacks in deaf humans (see e.g., Land et al., 2016; 
Land, Radecke, & Kral, 2018 for studies in the animal model). Here we 
used electroencephalography to measure oscillatory neural activity in 
early deaf and hearing control individuals while they observed a stream 
of visual stimuli comprising both repeated and novel events whose 
occurrence could not be predicted. To measure automatic mechanisms, 
participants were engaged in an orthogonal visual task implying the 
detection of an infrequent visual target, which was perceptually 
dissociated from the occurrence of both repeated and novel events.  

With the aim to assess whether early deafness impacts feedforward 
as well as feedback components of RS and ND, we specifically 
investigated evoked and induced aspects of the oscillatory neural 
activity occurring in response to repeated and novel visual events. In 
addition, we studied inter-trial phase coherence to further pinpoint 
feedback and/or feedforward processing. Based on the assumption of 
more efficient visual processing in early deaf individuals, we expected 
altered/increased RS, as well as a reduced engagement of the visual 
system for the ND, in early deaf individuals compared to hearing 
controls. Considered previous findings indicating that developmental 
sensory experience affects induced cortical responses (Bottari et al., 2016; 
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Kral et al., 2017), we expected RS and ND alterations to mainly involve 
induced oscillations and, thus, feedback processes.  

 

2.2 Methods 

We report how we determined our sample size, all data exclusions, 
all inclusion/exclusion criteria, whether inclusion/exclusion criteria 
were established prior to data analysis, all manipulations, and all 
measures in the study. 

2.2.1 Participants 

A group of eleven early deaf adults (ED; mean age = 36.6 years, SD = 
9.99, range 20-45 years; 7 females) was recruited at the National 
Association for Deaf, in Trento (Italy). All subjects had bilateral 
profound hearing loss (at least 90 dB in the better ear) and had acquired 
deafness within the first 9 months of life (eight of them had congenital 
deafness). None of them became deaf due to systemic causes that could 
also affect vision; none received a cochlear implant. All deaf participants 
were proficient users of the Italian Sign Language by self-report. Eleven 
hearing individuals, matched in age and gender, served as the controls 
(HC; mean age = 33.1 years, SD = 6.85, range 25-45 years; 6 females). 
None of the hearing participants was familiar with sign language. All 
participants reported to be right-handed and to have normal or 
corrected-to-normal vision. None of the participants tested was excluded 
from our data analysis. Our sample size was based on the maximum 
available number of participants we could retrieve in our focus group: 
i.e., early deaf individuals (born profoundly deaf or with profound 
deafness acquired before reaching the age of one) who use Italian Sign 
Language as their primary language for communication. The study was 
approved by the Ethical Committee at the University of Trento (Italy). 
All participants signed a written informed consent prior to testing. The 
study protocol adhered to the guidelines of the Declaration of Helsinki 
(2006). 

2.2.2 Stimuli and Procedure 

All the stimuli were delivered using Presentation program 
(Neurobehavioral Systems, Inc.). The stimuli consisted of a circle 
continuously transitioning into an ellipse, either in the horizontal or in 
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the vertical direction (see Figure 2.1; for detailed information on the 
original stimuli, see (Giard & Peronnet, 1999). The circle, with a diameter 
of 4.55 cm, was centrally presented in white on a black background and 

subtended 2°of visual angle. Between each deformation, the circle 
remained visible on the screen. Relative to the diameter of the circle, the 
deformation changed its shape by 33% and lasted 107 ms. The amount 
of time required to recover to the original shape was equal (i.e., 107 ms). 
The stimulus onset asynchrony (SOA) was 587 ms. Additionally, a small 

white cross was presented at the center of the circle (subtending 0.2 of 
visual angle) and served both as a fixation point and as a target. 
Participants were sitting at a viewing distance of 130 cm and were 
instructed to keep their gaze at the fixation cross and press a button as 
fast as possible after its disappearance (17% of the trials). The cross 
disappeared briefly (for a duration of 133 ms) at unpredictable moments 
during each block. The task was performed to ensure that the 
participants were paying attention to the visual stream. All trials 
including button-press responses following the fixation cross 
disappearance were excluded from the analysis.  

The experiment was divided into 8 blocks. In each block, in 76% of 
the trials, the circle deformed in one direction (Standard) and, in the 
remaining 14% of the trials, it deformed in the opposite direction 
(Deviant). In half of the blocks, Standards and Deviants were swapped 
to account for physical differences between them, therefore the obtained 
responses could be generalized to both vertical and horizontal changes. 
Standard and Deviant stimuli appeared in pseudo-randomized order. 
That is, a Deviant was always preceded by at least three Standard 
stimuli. Moreover, a Deviant stimulus could never follow a trial 
including the fixation cross disappearance, nor appear in conjunction to 
it (e.g., Besle, Hussain, Giard, & Bertrand, 2013; Bottari et al., 2014). While 
Standard trials were designed to assess adaptation to repeated visual 
stimuli, Deviant trials were used to investigate the response to an 
unpredicted change in the visual stream. 
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Figure 2.1: Experimental paradigm. The stimuli consisted of a circle continuously 
transitioning into an ellipse, either in the horizontal or in the vertical direction. 
A white cross at the center of the circle served both as a fixation point and as a 
target. In 76% of the trials, the circle deformed in one direction (Standard, S; 
vertical deformation in the example) and, in 14% of the trials, it deformed in the 
opposite direction (Deviant, D; horizontal deformation in the example). A 
Deviant stimulus was always preceded by at least three repetitions of a Standard 
stimulus (i.e., S1, S2, S3). The epochs were selected from the original EEG data 
around the second and third presentation of a Standard stimulus in order to test 
the Repetition Suppression effect (S2 minus S3), and around the Deviant 
stimulus in order to test Novelty Detection effect. 

 

2.2.3 EEG-recording and pre-processing 

The EEG data were recorded (bandwidth: 0.1-200 Hz, sampling rate: 
1000 Hz) from 34 electrodes placed according to the extended 10-20 
system (http://www.easycap.de). All scalp channels were referenced to 
the nose. Horizontal eye-movements were monitored from two 
additional electrodes placed at the outer canthi of the eyes. All data pre-
processing and analysis were performed using EEGlab (Delorme & 
Makeig, 2004) and FieldTrip (Oostenveld, Fries, Maris, & Schoffelen, 
2011) toolboxes, together with custom written MATLAB (The 
MathWorks, Inc., version R2018b) code. Raw data were low-pass filtered 
at 110 Hz, downsampled to 250 Hz, and then high-pass filtered at 0.1 Hz 
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(in both cases, using FIR filter implemented in EEGlab). Components 
that clearly resembled the eye blinks/-movements and heartbeat 
artifacts were identified using Independent Component Analysis (ICA) 
decomposition (with runica, infomax ICA algorithm implemented in 
EEGlab) and were manually removed after visual inspection of each 
component (its time-course, topography, and power spectrum). The 
average number of removed components in the early deaf group was 1.9 
(range: 1-4; SD = 0.95), that is around 5% (on a total of 36 independent 
components which were extracted in each participant), and 3.1 (range: 2-
5; SD = 0.84), that is around 9% of total independent components, in the 
group of hearing controls. Channels with an excessive noise (identified 
by ICA) were also removed and interpolated.  

We selected events-of-interest (see Figure 2.1) and epoched the data 
into two seconds segments: [-0.88 s, +1.12 s]. The data were epoched 
according to two analysis strategies. (1) In order to assess Repetition 
Suppression effects, epoching was performed considering the second 
and third repetitions of the Standard stimulus (S2, S3). Note that the first 
Standard stimulus (S1) of each series of Standards was not considered in 
the analysis as it followed a Deviant, and thus elicited a response to a 
physically novel stimulus as compared to the previous one. (2) In order 
to estimate the ND response, epoching was also performed for Deviant 
stimuli (D). Finally, any epoch in which electrical signals exceeded ±100 
µV was eliminated.  

2.2.4 Spectral decomposition 

At the single-trial level, we obtained time-frequency representations 
of power (TFR) by applying a Hanning taper to an adaptive window 
which included 4 cycles for each frequency in the range [4 Hz, 30 Hz] in 
steps of 1 Hz, over the entire epochs including Standard and Deviant 
stimuli [-0.88 s, +1.12 s], in steps of 0.02 s. This approach provides 
optimal control over spectral leakage that may cause substantial 
smearing of the spectrum at frequencies lower than 30 Hz (Jensen et al., 
2014). These long epochs were adopted for the spectral decomposition 
to minimize boundary distortion effects within the time window of 
interest. Provided the relatively fast occurrence of stimuli, only the data 
within the time window [-0.1 s, +0.4 s] were further analyzed and 
statistically compared within and between participants. Trials were then 
averaged, providing an estimate of the total power TFR, which included 
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both evoked and induced activity (Herrmann, Grigutsch, & Busch, 2004; 
Herrmann et al., 2014). The averaging across trials was performed by 
comprising both directions of the ellipse transition (vertical or 
horizontal) within each relevant condition (Standard S2, Standard S3, 
and Deviant); thus, all results were independent of motion direction. 
Evoked TFR was computed on averaged time-locked data (Mouraux & 
Iannetti, 2008; T. R. Schneider, Lorenz, Senkowski, & Engel, 2011), using 
the same procedure as for the total power TFR described above. Induced 
TFR of power was obtained by subtracting evoked TFR from total power 
TFR (Herrmann et al., 2014).  

Additionally, we computed the inter-trial phase coherence 
(ITPC)/phase-locking factor (Delorme & Makeig, 2004; Tallon-Baudry, 
Bertrand, Delpuech, & Pernier, 1996) to measure the degree of phase 
consistency of the neural response across trials within conditions of 
interest. Following computation of the Evoked TFR, ITPC was computed 
for each trial with previously validated methods (e.g., Van Diepen & 
Mazaheri, 2018). That is, phase-locking values were calculated as the 
absolute values of the ITPC, for each time point of the epoch and each 
frequency, in a range from 0 (no phase-locking over trials) to 1 (perfect 
phase-locking over trials). The evoked TFRs, ITPCs, and induced TFRs, 
were normalized as the relative change (in %) with respect to a baseline 
(constrained by the fast periodicity of stimulation), defined as [-0.1 s, -
0.02 s] relative to stimulus onset as follows: P(t,f)corrected = 100 * ((P(t, 
f)activity – P(f)baseline)/P(f)baseline)). For the RS analysis, at the single-
subject level, we computed the difference of normalized TFRs and ITPCs 
between second and third repetitions of a Standard stimulus (S2 minus 
S3). The resulting difference was used as an objective index of RS. 

2.2.5 Statistical approach 

Behavioral analysis. We measured response time (RT) for the simple 
detection of cross disappearance. Trials with false alarms (mean false 
alarms, ED: 0.75%; HC: 0.97%) and trials with no response (mean misses, 
ED: 2.33%; HC: 2.51%) were not considered. The following trials were 
excluded from the analysis: trials with RTs below 100 ms (0.04% for ED, 
0.04% for HC) and higher than three standard deviations above the 
individual median (mean outliers, ED: 1.40%; HC: 1.48%). For each 
participant, we calculated the median of RTs and compared these values 
between the two groups by means of a t-test for independent samples.  
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EEG analysis. The same parsimonious statistical model was 
employed to compare between groups (HC, ED) the Repetition 
Suppression to visual stimuli (S2 minus S3), and the Novelty Detection 
(Deviant) effects. To characterize the subtending neurophysiological 
changes, analyses were performed on the following measures of interest: 
(i) induced and (ii) evoked TFRs, and (iii) ITPC. To this end, a series of 
non-parametric cluster-based permutation tests (Maris & Oostenveld, 
2007) were used to estimate group differences. This approach allows to 
identify clusters of significant effects in time, frequency and space, and 
controls for multiple comparisons. Cluster-based permutation analyses 
were run without a bias from any prior assumptions about specific 
frequency bands, regions of interest (ROI), or time intervals: thus, across 
all frequencies (4-30 Hz), channels, and time-points (0-0.4 s) after 
stimulus presentation. To this end, we used non-parametric permutation 
tests (Monte Carlo sampling method, 1,000 iterations, cluster alpha = 
0.05, maxsum criterion, minimum spatial extent = 2 adjacent channels 
(Maris & Oostenveld, 2007)). In case the cluster-based p-value was less 
than 0.025 (corresponding to critical alpha level of 0.05 for two-tailed 
testing, accounting for both positive and negative clusters), we rejected 
our null hypothesis that there were no group differences. For illustrative 
purposes, we plotted the results averaged over a cluster of posterior 
electrodes (Pz-P7-P3-PO3-O1-P8-P4-PO4-O2) comprising both 
hemispheres (e.g., Kimura, Ohira, & Schröger, 2010; Stefanics, Kimura, 
& Czigler, 2011). In summary, to study RS and ND effects in early deaf 
individuals and in hearing controls, we compared between groups the 
following measures: (i) induced components of neural activity as indices 
of feedback processes and, (ii) evoked components of neural activity 
(phase-locked to stimulus onset) together with (iii) inter-trial phase 
coherence of evoked activity, as indices of feedforward processes.  

 

2.3 Results 

2.3.1 Behavioral data 

A t-test for independent samples revealed no difference in RTs 
between ED and HC in the ability to detect the disappearance of the 
central fixation cross (two-tailed t-test; p = 0.94; mean RTs ED: 392 ms, 
SE = 13.25 ms; HC: 391.41 ms; SE = 13.42 ms).  
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2.3.2 Repetition Suppression effects 

First, we assessed whether early deafness had an impact on the visual 
RS effect. To this aim, a between-group comparison across all 
frequencies (4-30 Hz), channels, and time-points (0-0.4 s) was performed 
on the difference of power (evoked and induced) measured in response 
to repeated visual events (i.e., S2 minus S3). The cluster-based 
permutation analysis revealed a significant between-group difference 
selectively in the induced power (positive cluster, p = 0.011, see Figure 
2.2). The significant effect involved a large portion of electrodes (mostly 
pronounced over posterior electrodes in the right hemisphere and over 
frontal-central areas in the left hemisphere) and was found in the theta 
(4-7 Hz) frequency range, for the whole time window (see Figure 2.2). 
Within this time window and frequency range, the change of induced 
theta power occurring for the response difference S2 minus S3 was 
greater in the group of early deaf than in the group of hearing controls 
(ED: +12.58%, vs. HC: -3.21%) (see Figure 2.3).  

To interpret the between-group effect (S2 minus S3), we performed 
within-group cluster-based permutation analyses across all frequencies 
(4-30 Hz), channels, and time-points (0-0.4 s). For early deaf, a significant 
theta power reduction relative to baseline emerged, for S3 as compared 
to S2 (p = 0.018; for the whole time window). Conversely, only a 
tendency toward significance emerged for the hearing control group (all 
p-values > 0.056). Note that the direction of theta power change between 
S2 and S3 has opposite directions in the two groups. These results are 
compatible with an altered RS in early deaf compared to hearing 
controls. 

The between-group cluster-based permutation analysis on the 
evoked power, on the difference of response between S2 and S3, did not 
reveal any significant effect of stimulus repetition (all p-values > 0.4; see 
Supplementary Figure A.1), suggesting that evoked power to RS were 
comparable in the two groups. Similarly, the same statistical model 
performed on ITPC on the difference of response between S2 and S3 did 
not show significant between-group differences (all p-values > 0.2; see 
Figure 2.5). 
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Figure 2.2: Repetition Suppression (RS; Induced Activity) in early deaf 
individuals and hearing controls. (A) Relative changes of induced spectral 
power for the S2 - S3 difference and statistical results of the comparison between 
early deaf (ED) and hearing controls (HC); time-frequency plots display data 
averaged across posterior electrodes (Pz-P7-P3-PO3-O1-P8-P4-PO4-O2). 
Topography plots represent the averaged activity within the theta range [4-7 Hz] 
and over the [0.2-0.3 s] time window after stimulus onset. The plot of statistics 
(with t-values) highlights significant between-groups differences, identified by 
the cluster-based permutation testing (p < 0.025) and corresponding topography 
plot (bottom) of t-values, averaged for theta range [4-7 Hz] and over [0.2-0.3 s] 
time window: electrodes belonging to the cluster in which the effect was 
significant are highlighted with black dots. (B) Relative changes of induced 
spectral power for each stimulus (S2 and S3) and results of their statistical 
comparison, for the early deaf individuals (ED) and hearing controls (HC). Each 
plot represents the averaged data across posterior electrodes (Pz-P7-P3-PO3-O1-
P8-P4-PO4-O2). Plots of statistics (with t-values) highlight significant with 
ingroup differences, identified by the cluster-based permutation testing (p < 
0.025). 
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Figure 2.3: Zoom-in of RS-Theta effect. (A) The relative power changes in the 
theta range for the RS (S2-S3) displayed for each group and averaged across 
posterior electrodes (Pz-P7-P3-PO3-O1-P8-P4-PO4-O2); shaded areas represent 
the standard error of the mean; the dashed black box indicates the time window 
in which group differences were found to be maximally significant in the cluster-
based permutation (see Figure 2.2; ~ 0.2-0.3 s after stimulus onset); The bar plot 
(bottom) displays for each group the relative power change in the theta band (in 
% from baseline), averaged across posterior electrodes and over the time range 
indicated by the dashed black box. (B) Relative changes of induced spectral 
power in the theta range [4-7 Hz] for each stimulus (S2, S3) displayed separately 
for each group (ED and HC), averaged across posterior electrodes; shaded areas 
represent the standard error of the mean. 

 

2.3.3 Novelty Detection effects 

Next, we evaluated whether early deafness has an impact on the 
oscillatory neural activity in response (evoked and induced) to a novel, 
unexpected visual stimuli. Between-group comparison was performed 
on the power obtained in response to novel visual events (i.e., Deviants). 
The cluster-based permutation analysis revealed a significant between-
group difference selectively in the induced power (positive cluster, p = 
0.023; see Figure 2.4). The effect involved a broad range of posterior and 
central electrodes and, it was found in the alpha (8-12 Hz) and beta (13-
25 Hz) frequency ranges, from 200 to 300 ms after stimulus onset (see 
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Figure 2.4). For this time window and frequency ranges, hearing controls 
had a significantly greater alpha-beta desynchronization in response to 
novel stimuli as compared to early deaf individuals (HC: -5.81% vs. ED: 
+0.68%) (see Figure 2.4).  

The cluster-based permutation test on evoked power (see 
Supplementary Figure A.2), as well as on ITPCs (see Figure 2.5), did not 
reveal any between-group effect in response to Deviant stimuli (all p-
values > 0.13), suggesting similar modulation of evoked power and ITPC 
for the ND in the two groups. 

 

Figure 2.4: Novelty Detection (ND; Induced Activity) in early deaf individuals 
and hearing controls. (A) Relative changes of induced spectral power in response 
to a novel stimulus (Deviant) as a function of time and frequency, in early deaf 
(ED) and hearing controls (HC); time-frequency plots display data averaged 
across posterior electrodes (Pz-P7-P3-PO3-O1-P8-P4-PO4-O2). Topography 
plots represent the averaged activity within the alpha range [8-12 Hz] and over 
the [0.2 - 0.3 s] time window after stimulus onset. (B) The plot of statistics (with 
t-values) highlights significant between-groups differences, identified by the 
cluster-based permutation testing (p < 0.025) and corresponding topography 
plot (bottom) of t-values, averaged for alpha range [8-12 Hz] and over [0.2-0.3 s] 
time window: electrodes belonging to the cluster in which the effect was 
significant are highlighted with black dots. (C) The relative power changes in the 
alpha range for the Deviant displayed for each group and averaged across 
posterior electrodes (Pz-P7-P3-PO3-O1-P8-P4-PO4-O2); shaded areas represent 
the standard error of the mean; the dashed black box indicates the time window 
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in which group differences were found to be maximally significant in the cluster-
based permutation (see Figure 2.4B; ~ 0.2-0.3 s after stimulus onset); The bar plot 
(bottom) displays for each group the relative power change in the alpha band (in 
% from baseline), averaged across posterior electrodes and over the time range 
indicated by the dashed black box. 

 

 

Figure 2.5: Inter-trial phase coherence (ITPC) in early deaf individuals and 
hearing controls. Left column: ITPC changes for RS (S2 minus S3). Right column: 
ITPC changes for ND (Deviant). Upper and middle panels: Relative changes of 
ITPC (in %, from the baseline), in early deaf (ED) and hearing controls (HC), 
averaged across posterior electrodes (Pz-P7-P3-PO3-O1-P8-P4- PO4-O2). Bottom 
panels (left and right columns): Time-frequency plots of statistics (with t-values) 
showing the results of cluster-based permutation testing; note, there were no 
significant differences in ITPC between the two groups, neither for RS nor for 
ND. 

 

2.4 Discussion 

In the present study, we investigated the impact of auditory 
deprivation on visual Repetition Suppression (RS) and Novelty 
Detection (ND) by studying the neural oscillations associated with these 
two fundamental mechanisms of visual processing in early deaf and in 
age-matched hearing controls. We found three main results. First, we 
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observed greater attenuation of the response to repeated visual stimuli 
in individuals with early deafness compared to controls. This effect 
emerged selectively for the induced oscillatory activity in the theta band 
(4-7 Hz, RS-theta). Conversely, a tendency toward an increase of theta 
oscillations was found for repeated stimuli in hearing controls. Second, 
early deaf individuals had reduced alpha/beta modulations (i.e., 
desynchronization) following a novel event as compared to hearing 
controls. This effect was found selectively for the induced activity in the 
alpha and beta range (8-12 Hz and 13-25 Hz). Third, between-group 
differences did not emerge either for the evoked oscillatory activity or 
for ITPC in both RS and ND, across the whole frequency range (4-30 Hz). 
Taken together, these findings suggest that the oscillatory signatures that 
underlie the visual processing of repeated and novel events are altered 
in auditory deprived individuals. Moreover, these results further 
suggest that intramodal plasticity effects found on both RS and ND may 
be mostly driven by alteration of feedback signals in early deaf 
individuals. 

2.4.1 Altered RS in early deaf adults 

Individuals with early deafness showed altered RS effects in the theta 
band for repeated stimuli compared to hearing controls. The topography 
of this effect was distributed over a large portion of the scalp and 
encompassed posterior electrodes, which are typically associated with 
visual cortex responses. Although the EEG technique does not allow for 
precise localization of the sources due to its relatively poor spatial 
resolution, our data are compatible with a change in the excitability of 
cortical visual neurons following repeated visual events in early deaf 
individuals. This effect was not observed in hearing controls, where the 
RS-theta showed, in fact, a trend in the opposite direction. Previous 
studies on visual RS have found both increase (Barbosa & Kouider, 2018; 
Summerfield et al., 2011) and decrease of theta oscillations (e.g., Rigoulot 
et al., 2017). While the inconsistency of previous results in hearing adults 
might depend on specific paradigms/stimuli employed and on the type 
of analysis conducted (comparison between the repeated stimuli or 
selective analysis of the repeated event), here we clearly showed a 
substantial reorganization of the neural responses to repeated visual 
events following early deafness.  
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The neural mechanisms underlying RS are still debated, and different 
accounts have been proposed. When interpreted as the result of bottom-
up mechanisms, RS would represent the consequence of processing at 
the sensory level driven by stimulus-specific physical properties. 
Among potential mechanisms, it has been proposed that with prolonged 
stimulus repetition, the membrane excitability of cortical neurons is 
changed, resulting in a strong hyperpolarization (Grill-Spector et al., 
2006). In this context, RS represents a dynamic modulation of neuronal 
responses within sensory cortical areas. Thus, the present finding can be 
interpreted within the framework of intramodal neural plasticity 
occurring in the visual cortex (Röder & Neville, 2003). Reduced 
responsiveness in the visual cortex of deaf individuals has been 
previously reported, both in individuals that experienced no auditory 
input (as in the present work) and in subjects whose access to auditory 
input was partially restored using cochlear implants (CIs). ERP studies 
in humans have consistently shown that following a visual onset, the 
amplitude of the visual response is reduced in individuals with early-
onset deafness (Bottari et al., 2014) and in individuals with late-onset 
deafness who use CIs, as compared to hearing controls (L.-C. Chen et al., 
2017; Sandmann et al., 2012). This evidence supports the possibility that 
visual processing in early deaf individuals may be functionally better 
tuned and operate with greater efficiency, as compared to hearing 
controls. Our findings expand this account by showing that long-term 
experience-dependent plasticity can also emerge as a more efficient 
inhibition of neural responses in case of repeated visual events.  

Intramodal plasticity effects have not been found only in the case of 
auditory deprivation. Extended tonotopic maps in the auditory cortex, 
as well as extended sensorimotor representations in the somatosensory 
cortex, have been documented in blind compared to sighted individuals 
(Elbert et al., 2002; Pascual-Leone, Wassermann, Sadato, & Hallett, 1995; 
Pascual-Leone & Torres, 1993). Moreover, in auditory and 
somatosensory tasks, neural responses in blind individuals are 
characterized by shorter latencies and shorter refractory periods of ERPs 
than those in sighted controls (Niemeyer & Starlinger, 1981; Röder et al., 
1996, 1999). Intramodal plasticity seems to represent a general 
mechanism of adaptation occurring in sensory cortices (Bavelier & 
Neville, 2002). At the physiological level, recent studies suggest that 
intramodal plasticity originates from the strengthening of thalamo-
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cortical synapses within the spared sensory systems (Petrus et al., 2014, 
2015; see Lee & Whitt, 2015 for a review).  

In our study, the between-group RS-theta effect emerged selectively 
for the induced oscillatory activity (non-phase locked), which has been 
reliably linked to feedback processing (Van Kerkoerle et al., 2014; see 
Jensen, Mathilde, Marshall, & Tiesinga, 2015 for a review). In line with 
this idea, RS-theta modulation in our study was also found at frontal-
central electrode sites, particularly in the left hemisphere. This scalp 
distribution of theta modulations during processing of repeated visual 
stimuli is in line with the existing literature (e.g., Barbosa & Kouider, 
2018). At the functional level, induced frontal theta activity has been 
associated with conflict and error detection and with cognitive control 
of upcoming stimuli (Cavanagh, Frank, Klein, & Allen, 2010; Cohen & 
Donner, 2013; Duprez, Gulbinaite, & Cohen, 2020). It has also been 
proposed that frontal theta represents a mechanism for cognitive control 
across brain regions (see Cavanagh & Frank, 2014 for a review). 
Importantly, regardless of the RS-theta effect topography, we did not 
find any significant difference neither in the evoked activity nor in the 
ITPC, which instead have both been associated with feedforward 
mechanisms (C.-C. Chen et al., 2012; Lakatos et al., 2009). Sensory 
processing (associated to stimulus-specific physical properties) and 
higher cognitive control of repetitions could both play a role in the 
observed effects. While the present data do not allow to disentangle 
between these interpretations, the differences found selectively in 
induced oscillatory activity and not in the evoked activity or in the ITPC 
suggest that feedback processing occurring in RS is altered as a result of 
early deafness (Kral, Dorman, & Wilson, 2019). 

Studies in the animal model have extensively explored the role of 
evoked and induced neural oscillatory activity in the auditory cortex of 
congenitally deaf cats with cochlear implants (Kral et al., 2019). Results 
revealed that the induced responses were substantially reduced in 
animals with complete absence of auditory experience compared to 
animals with hearing experience, in both secondary and primary 
auditory cortices (Yusuf et al., 2017). This, in turn, demonstrated the 
differential role of auditory experience on evoked and induced activity 
in the auditory cortex, suggesting that induced activity might be 
particularly affected by early deafness. These results further supported 
previous findings, which have indicated that top-down interactions are 
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particularly affected in case of congenital deafness (Kral, 2013; Kral, 
Yusuf, & Land, 2017). The investigation of cortical columns has revealed 
reduced cortical thickness in the auditory cortex of congenitally deaf cats 
in layers IV-VI (Berger, Kühne, Scheper, & Kral, 2017), which are the 
major source and target of feedback projections (e.g., Callaway, 1998; 
Galaburda & Pandya, 1983). Conversely, supragranular layers, which 
are known to be mostly involved in sensory feedforward processing, 
appeared preserved (Berger et al., 2017). Such a specific top-down deficit 
was also confirmed in a recent study that analyzed connectivity 
measures between primary and higher-order auditory fields (Yusuf et 
al., 2021). 

When considered in the light of these studies in deaf cats, our 
findings extend in humans and beyond the auditory cortices 
(specifically, in visual cortices) the observation that changes in sensory 
processing may reflect more an alteration of top-down/feedback signals, 
rather than a modification of bottom-up/feedforward mechanisms.  

2.4.2 Reduced ND response in early deaf adults 

The evaluation of ND revealed an additional alteration of basic visual 
mechanisms induced by early deafness. Following a novel visual 
stimulus (i.e., the Deviant) strong desynchronization of the alpha/beta 
activity was found in hearing controls. On the contrary, early deaf 
participants did not show such a pattern. The two groups differed in the 
alpha/beta desynchronization over a broad portion of electrodes 
comprising posterior and central scalp locations.  

While the exact role of the alpha activity remains to be clarified 
(Clayton, Yeung, & Cohen Kadosh, 2018; Palva & Palva, 2011), it has 
been closely linked with attention and cognitive control (Foxe & Snyder, 
2011; see Klimesch, 2018; Sadaghiani & Kleinschmidt, 2016 for the 
reviews). The modulation of alpha power has been commonly 
considered as a functional mechanism of selection or gating of 
information in the visual cortex (Van Diepen, Foxe, & Mazaheri, 2019). 
Under the popular gating-by-inhibition hypothesis (Jensen & Mazaheri, 
2010), alpha activity has been suggested to reflect the amount of 
functional suppression of neuronal resources that are not currently in 
use (Klimesch et al., 2007; Mazaheri & Jensen, 2006; but see Foster & 
Awh, 2019). Moreover, alpha synchronization has been found to reflect 
inhibition of irrelevant information, whereas alpha and beta 
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desynchronizations have been associated with (task-relevant) release 
from such inhibition or, more generally, to reflect cortical excitation (see 
Klimesch, 2012 for a review). While the development of alpha 
oscillations has already been associated with the availability of visual 
input in the first developmental phases (Bottari et al., 2016), our study is 
the first to reveal an alteration of alpha/beta activity as a result of 
auditory deprivation in humans. Similar findings have been previously 
reported in congenitally deaf cats (Yusuf et al., 2017). Following auditory 
stimulations, an extensive reduction of neural activity in higher-order 
auditory fields, selectively in the induced responses and most 
prominently in the alpha/beta band, was found starting from 150 ms 
after stimulus onset. The present study provided supporting evidence 
that the absence of auditory experience alters induced oscillatory 
responses also in humans. Moreover, it reveals that early deafness can 
have an impact on induced oscillatory activity in the visual system.  

Novel unexpected events are known to attract attention (C. J. Howard 
& Holcombe, 2010). Moreover, they are more easily encoded into 
memory than expected stimuli (Kafkas & Montaldi, 2018). A distributed 
cortical network for ND has been proposed (see Ranganath & Rainer, 
2003 for a review). A recent study in hearing controls using a visual 
Mismatch Negativity (vMMN) paradigm found a strong alpha 
desynchronization for Deviant visual stimuli, broadly distributed across 
the scalp (Stothart & Kazanina, 2013). This response was strongest at 
right occipital and parietal electrode sites, between 400 and 600 ms, and 
was attributed to the rareness of Deviant events (Stothart & Kazanina, 
2013). In the present work, the reduced alpha/beta desynchronization in 
response to Deviants in deaf participants suggests an alteration of the 
mechanisms underlying ND and possibly indicates a reduced early-
automatic response to distracting unexpected visual information. It is 
noteworthy that, in the present task, participants were asked to detect an 
infrequent visual event – the fixation cross disappearance – which was 
dissociated from the occurrence of the Deviant.  

One account for this finding is that deaf individuals may deploy less 
attentional resources when detecting unexpected visual changes. 
However, several studies have suggested that early deaf individuals 
possess greater attentional resources as compared to hearing controls 
(Dye et al., 2009; Hauthal et al., 2013), in line with the account of a greater 
functional tuning of the visual processing in deaf individuals (Bavelier 
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et al., 2006; see e.g., Land et al., 2016 for visual processing in the animal 
model). An alternative account for our findings could suggest that deaf 
individuals may be better at inhibiting the automatic response to the 
non-relevant task events. However, this seems unlikely as it is in contrast 
with ample evidence from previous studies. While congenital and early 
deaf individuals were found to outperform hearing controls in orienting 
visual attention from one location to another (Bosworth & Dobkins, 
2002), they have been more susceptible to distractors (Dye, Baril, & 
Bavelier, 2007; Proksch & Bavelier, 2002; see Dye, Hauser, & Bavelier, 
2008 for a review). Notably, consistently with the RS-theta effect, 
between-group differences associated to the ND effect were found 
selectively in oscillatory induced activity and not in evoked activity nor 
in ITPC. The fact that for both RS and ND no effects emerged, in the same 
frequency bands and time-range for both evoked and induced activity 
suggests that if leakage of power between induced and evoked 
responses occurred it did not have a major impact on results. Overall, 
consistently with previous suggestions (Berger et al., 2017; Kral et al., 
2019; Kral & Eggermont, 2007; Kral & Sharma, 2012; Yusuf et al., 2017), 
these results further support the idea that feedback processes, but not 
forward processes, that are changed in the deaf individuals.  

2.4.3 Is the greater RS a marker of modified predictive 
mechanisms in early deafness? 

As we previously highlighted, differences in the induced theta might 
reflect an alteration of the oscillatory activity that underlies the 
prediction of errors. In this respect, RS has been linked to the predictive 
coding (PC) framework (Friston, 2005). Within this theoretical context, 
RS was hypothesized to reflect mechanisms of perceptual learning (Grill-
Spector et al., 2006), as brain predictions about upcoming stimuli are 
continuously modulated with repetitions of events. From the PC 
perspective, RS may result from a reduction of the activity that 
represents the prediction error of incoming events, through a top-down 
mechanism that influences perceptual expectations (Auksztulewicz & 
Friston, 2016).  

Until now, the anticipative (i.e., predictive) abilities in deaf and in CI 
individuals have been overlooked or only studied as a property of the 
auditory system. According to a recent review (Kral et al., 2017), current 
data indicate that as a result of congenital deafness, a reduced cortico-
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cortical functional coupling between auditory areas occurs for both 
bottom-up and top-down streams. The same authors proposed that 
congenital deafness could be associated with a deficit in predictive 
coding mechanisms occurring within the auditory cortex, which would 
emerge as an impairment in auditory learning following late cochlear 
implantations (see also "the connectome model" of deafness, Kral et al., 
2016). The altered RS effect found here in early deaf individuals, and in 
similar studies on post-lingually deaf CI users (L.-C. Chen et al., 2017), 
suggests the possibility that compensatory enhanced predictive 
mechanisms emerge in the visual system in these populations. Thus, an 
enhanced ability to benefit from environmental statistical information 
regarding stimuli occurrence could be expected in these individuals. It 
is noteworthy that early deaf participants have been found to differently 
take advantage of posterior probability changes regarding stimuli 
occurrence (Bottari et al., 2011). When asked to detect visual stimuli that 
were occurring either after a short or a long inter-stimulus-interval (ISI) 
from a visual warning, hearing controls showed the typical pattern of 
slower RTs to visual events occurring at the shorter rather than the 
longer ISI. This effect relates to the posterior probability increase that 
was associated to the long ISI. Conversely, deaf individuals did not, and 
revealed a strong RTs advantage as compared to hearing controls, 
responding to visual stimuli presented at the short ISI. Moreover, faster 
RTs in a simple visual detection task correlated with visual evoked 
potential amplitudes at an earlier latency in deaf individuals (P1), as 
compared to hearing controls (Bottari et al., 2011).  

The results of the present work outline a new working hypothesis in 
this direction, suggesting that either the visual system in early deaf 
individuals effectively anticipates the prediction of an upcoming visual 
event or, alternatively, that visual attention taps at an earlier latency, or 
both. Additionally, a recent ERP study revealed that early deaf 
individuals have a shorter latency of the N1 wave, as compared to 
hearing controls, during the processing of moving stimuli (Hauthal et 
al., 2014). Overall, previous findings have indicated faster visual 
processing as a result of deafness. While this certainly helps shortening 
the time of processing, it can, in turn, be of help to prompt the 
anticipation of upcoming visual information. While similar temporal 
thresholds emerged between deaf individuals and hearing individuals, 
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early deafness was associated to faster responses during the 
discrimination of the temporal order of visual events (Nava et al., 2008).  

Overall, our results indicate that in the case of early auditory 
deprivation, the development of fundamental mechanisms of visual 
processing, such as Repetition Suppression and Novelty Detection, are 
altered. The data show, in the context of RS and ND, the existence of 
selective changes in oscillatory patterns, which might suggest alterations 
of feedback processes in early deaf individuals. Overall, these findings 
are in agreement with conclusions resulting from animal studies and 
provide novel insights on the potential oscillatory mechanisms that may 
underlie specific superior visual processing in early deaf individuals. 
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Chapter 3  

EEG frequency-tagging demonstrates increased left 
hemispheric involvement and crossmodal plasticity 
for face processing in congenitally deaf signers 

 

3.1 Introduction 

Face processing belongs to the most studied human brain functions, 
most likely due to the fact that faces play a unique role in social 
interactions (Calder et al., 2011). Faces convey crucial information about, 
e.g., the identity, sex, age, and emotional state of a person. The 
processing of faces recruits a network of brain regions which responds 
more strongly to faces than to other visual stimulus categories, mainly 
in the ventral occipito-temporal cortex (VOTC) and posterior superior 
temporal sulcus (pSTS) (Haxby et al., 2000; Duchaine & Yovel, 2015; 
Grill-Spector et al., 2017). Newborns display a bias for visual stimuli that 
encompass general statistical properties present in faces (e.g., "top-heavy 
patterns", Macchi Cassia et al., 2004; Simion et al., 2008). The face 
processing system specializes over an extended developmental period to 
the faces most often encountered (Macchi Cassia et al., 2009; Anzures et 
al., 2013). 

An unsolved question is the extent to which different functions of the 
face processing system are shaped by experience. Here we investigated 
three sub-functions of face processing, in congenitally deaf individuals 
who all had learned a sign language as first language. Faces are of 
particular relevance to this population since on the one hand, facial cues 
are of special importance in sign languages and for lip reading, and on 
the other hand, deaf individuals miss vocal information to assess the 
emotional tone or identity of other people. 

Following auditory deprivation, neural circuits which are associated 
with the deprived sensory system (i.e., the auditory cortex) as well as 
neural circuits, which represent the intact sensory input (e.g., the visual 
cortex) have been found to reorganize (Bavelier & Neville, 2002; Merabet 
& Pascual-Leone, 2010; Pavani & Röder, 2012; Heimler et al., 2014). These 
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phenomena are called crossmodal and intramodal plasticity, 
respectively. Both crossmodal and intramodal plasticity have been 
linked to enhanced visual abilities in deaf individuals (Bavelier et al., 
2000; Bavelier et al., 2006; Lomber et al., 2010; Hauthal et al., 2013). 

Studies on face processing in congenitally deaf signers have revealed 
both crossmodal and intramodal plasticity (McCullough et al., 2005; 
Stropahl et al., 2015; Benetti et al., 2017). A recent functional magnetic 
resonance (fMRI) study in congenitally deaf signers by Benetti et al. 
(2017) has investigated brain regions of the right superior temporal 
sulcus (STS), which have been suggested to comprise neural systems for 
voice processing (temporal voice area, TVA) in hearing individuals 
(Belin et al., 2000; Belin & Zatorre, 2003). Results revealed that the 
response of this area to faces was enhanced in deaf individuals as 
compared to both hearing signers and hearing non-signers. The authors 
interpreted their results in favor of the view that crossmodal plasticity 
follows the functional specialization of neural systems (Lomber et al., 
2010): brain regions supporting person processing in one modality 
support person processing based on the remaining intact sensory 
modalities if the typical modality input is missing. Moreover, the results 
of this study indicated that such crossmodal response could not be 
explained by the use of a sign language. McCullough et al. (2005) 
observed a change in the typical lateralization of ventral visual areas 
(specifically the fusiform gyrus) following congenital deafness: while 
emotional facial expressions elicited a bilateral activation of the fusiform 
gyrus (FG) in hearing controls, the activation was left lateralized in 
congenitally deaf signers (McCullough et al., 2005). This result suggests 
intramodal in addition to crossmodal changes of face processing in deaf 
individuals. Crucially, hearing native signers did not show a similar 
change in lateralization, suggesting that sign language experience alone 
was not responsible for these cortical changes (Emmorey & McCullough, 
2009). In sum, these studies provide evidence that the human face 
processing system depends on early experience (Bettger et al., 1997; 
McCullough et al., 2005; Weisberg et al., 2012; Letourneau & Mitchell, 
2013; Benetti et al., 2017). In concordance with a change in the 
lateralization of neural systems related to face processing, behavioral 
studies have shown a reduced left visual field (LVF) bias in early deaf 
individuals when judging emotional facial expressions of the gender of 
faces (Letourneau & Mitchell, 2013; Dole et al., 2017). By contrast, the 
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typical LVF bias was observed in deaf signers for face identity judgments 
(Letourneau & Mitchell, 2013) suggesting that changes in laterality are 
task dependent. 

However, which face processing functions are experience-dependent 
and whether different functions encounter distinct neural adaptations is 
yet unknown. To address these questions, the same subjects must be 
tested for different face processing functions. This approach was 
implemented in the present study by employing Fast Periodic Visual 
Stimulation (FPVS) and recording triggered changes in the 
electroencephalography (EEG) in a group of congenitally deaf signers 
and a group of hearing controls. The two groups were compared in three 
functions of face processing: (1) the ability to discriminate faces from 
non-face objects, i.e., Face-Object Categorization, (2) the ability to 
discriminate changes in facial expression i.e., Emotional Facial 
Expression Discrimination, and (3) the ability to individuate face 
identities, i.e., Individual Face Discrimination. We used FPVS-EEG since 
visual stimuli presented at periodic rates typically elicit high signal-to-
noise ratio (SNR) responses over the human scalp which can be 
objectively quantified in the frequency-domain (see Norcia et al., 2015; 
Rossion et al., 2020 for reviews). In recent years, this approach has been 
successfully used to provide sensitive and objective measures of face 
processing in typically developed individuals (Rossion et al., 2020 for a 
recent review). This technique allowed us here to measure rapidly and 
objectively robust discriminative responses within the same participants 
and within the same experimental session. We exploited this powerful 
technique to investigate the combined impact of a congenital auditory 
deprivation and the use of a sign language since birth on different face 
processing functions. 

All experiments implemented in the present study were previously 
validated in hearing individuals (Liu-Shuang et al., 2014; Rossion et al., 
2015; Dzhelyova et al., 2017). Pictures were presented at a fixed rate of 6 
Hz (six images/s) with a target stimulus being presented every five 
stimuli (i.e., 6/5 = 1.2 Hz). The target was defined as a face among other 
objects in experiment 1; a face with an emotional expression among 
neutral faces in experiment 2 and the image of a face having a different 
identity among images of faces having the same identity in experiment 
3. In experiment 2 and experiment 3, images were selected from the same 
dataset, but stimulus categories were orthogonally organized: while in 
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the Emotional Facial Expression Discrimination experiment the identity 
of the faces was randomized across facial expressions, in the Individual 
Face Discrimination experiment emotional facial expressions were 
randomized across face identities. Therefore, by using the same set of 
stimuli, we were able to directly compare neural correlates of emotion 
vs. identity processing between congenitally deaf signers and hearing 
adults. For each of the three experiments, neural responses at the target 
frequency (1.2 Hz) and its harmonics were extracted from the EEG 
frequency-domain representation. The overall discriminative response 
was compared between the two groups. Based on previous findings 
(McCullough et al., 2005; Letourneau & Mitchell, 2013), we predicted a 
relatively stronger involvement of the left hemisphere for face 
categorization and for aspects of face processing related to sign language 
(the processing of facial expressions) but not to identity. Crossmodal 
plasticity, that is, a stronger activation of the auditory cortex in response 
to face stimuli, was assessed with distributed sources modelling. We 
hypothesized that congenitally deaf signers would activate the auditory 
cortex more than controls during face processing (Benetti et al., 2017; 
Stropahl et al., 2015). 

 

3.2 Methods 

3.2.1 Participants 

Twelve congenitally deaf adults (from now on referred to as "CD", 
eight men, mean age = 25.15 years, SD = 4.02, range: 21-33 years; all of 
them completed secondary schools) participated in the present study. 
All CD participants were right-handed and had a profound bilateral 
hereditary deafness with a hearing loss greater than 100 dB in the better 
ear since birth. All participants had learned a sign language as first 
language. Ten deaf participants had acquired German Sign Language 
(Deutsche Gebärdensprache, DGS; Kubus et al., 2015) as their first 
language while the two remaining participants had learned Turkish or 
Russian Sign Language as their first language. These two participants 
had acquired DGS as a second sign language and used DGS as their main 
language. DGS proficiency was assessed with the German Sign 
Language Repetition Task (DGS-SRT; adapted from the ASL-SRT 
(American Sign Language Sentence Repetition Task); e.g., Hauser, 
Paludneviciene, Supalla, & Bavelier, 2008) by two deaf experts who were 
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native signers. According to the DGS-SRT evaluation, all deaf 
participants owned native-like DGS competence. All CD participants 
were recruited from the North German region, had normal or corrected-
to-normal vision, and none of them reported a history of a neurological 
disorder. 

A control group of twelve hearing non-signers (from now on referred 
as "HC", eight men, mean age = 25.36 years, SD = 3.54, range: 20-32 years) 
matching the CD individuals in age, gender, and handedness, was 
recruited from the local community of the city of Hamburg, Germany. 
All hearing participants had normal or corrected-to-normal vision and 
reported that they had never suffered from any neurological disorder. 
The study was approved by the ethical committee of the German Society 
of Psychology and was conducted in accordance with the seventh 
revision of the Declaration of Helsinki. Prior to testing, all participants 
received instructions about the experimental procedure (for the CD 
individuals, the explanation was provided in written from and in a DGS 
video) and gave their written informed consent. 

3.2.2 Experimental design and setup 

The study consisted of three previously validated EEG experiments: 
(1) Face-Object Categorization (FO; from Rossion et al., 2015), (2) 
Emotional Facial Expression Discrimination (EM; from Dzhelyova et al., 
2017) and (3) Individual Face Discrimination (ID; from Liu-Shuang et al., 
2014; as extensively reviewed in Rossion et al., 2020). 

Each participant performed all three experiments during one session, 
in a dimly lit room in the Biological Psychology and Neuropsychology 
lab of the University of Hamburg. The order of the experiments was the 
same for every participant: FO, ID, and EM. However, we report 
methods and results of each experiment with the following order FO, 
EM, ID as it better represents the hierarchy within the face processing 
system. The stimuli were delivered on a Dell computer monitor with 

1680 ×1050 resolution and a refresh rate of 60 Hz, by adopting a 
sinusoidal contrast modulation (0-100%) at 6 Hz using the Sinstim 
Toolbox created in Matlab 2009 (MathWorks Inc., Natick, MA). Thus, 
each stimulation cycle lasted 167 ms. The full luminance value of each 
pixel of an image was reached around 83 ms after the onset of a stimulus, 
that is, at half cycle. 
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During EEG recording, participants were comfortably sitting at 80 cm 
viewing distance from the computer screen. Prior to testing, participants 
were instructed to adopt a relaxed sitting position, to refrain from 
moving and to continuously fixate on a small black cross (16 pixels 

resolution, 5 mm in size, 0.35 of visual angle) shown at the center of the 
flickering stimuli (the fixating cross was located between the eyes of the 
faces). Participants were asked to detect infrequent changes (from black 
to red) of the fixation cross and to press the spacebar of a keyboard 
(placed in front of them) with the index finger of the right hand 
whenever the fixation cross changed its color. Participants were 
instructed to perform this color detection task without ignoring the 
stream of images in the background. Color changes occurred 10 times 
per stimulation sequence at random times. Response times (RT) and 

accuracy (percentage correct) to color changes were recorded. During 
the EEG session, a webcam continuously monitored participants to 
guarantee continuous communication between them and the 
experimenter. Participants were invited to take regular breaks every 10–
15 min and to shortly rest after each sequence (see Procedure). When a 
participant was ready for the next sequence, he/she made a sign towards 
the camera upon which the experimenter started the next sequence. The 
sequence order was randomized for each participant. The total testing 
time, including three experiments with EEG application/removal, 
breaks, took about 3 h. 

3.2.3 Face-Object Categorization (Experiment 1) 

3.2.3.1 Stimuli 

Fifty-one photographic images of faces and 254 photographic images 
of various objects (animals, plants, houses, and human-made objects) 
were used as stimuli (see Experiment 1 in Figure 3.1). All images were in 

greyscale, equalized in luminance and contrast, 200  200 pixels in size 
(for the details on the stimuli dataset, see Rossion et al., 2015). The stimuli 

were shown on the screen within an area of 7.3  7.3 cm at the resolution 

of 259  259 pixels, resulting in a 5.22 of visual angle (VA) when viewed 
at a distance of 80 cm. The faces were unknown to the participants, and 
they had not seen any of the object pictures prior to the experiment. 
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Figure 3.1: Schematic illustration of the experimental paradigms (for details, see 
Liu-Shuang et al., 2014; Rossion et al., 2015; Dzhelyova et al., 2017). (A) All three 
experiments shared a similar design. Stimuli were presented at a base frequency 
of 6 Hz (solid blue line in B). Key stimuli appeared periodically every fifth image, 
that is, at a rate of 1.2 Hz (dashed orange line in B). Experiment 1: Face-Object 
Categorization (FO). Stimuli included grey-colored images of non-face objects 
from ten different categories and images of faces. The stimulus appearing every 
5 stimuli was always a face. Experiment 2: Emotional Facial Expression 
Discrimination (EM). Neutrally expressive faces of different identities were 
presented at the base frequency, whereas expressive faces with another emotion 
(disgust, fear, or happiness) appeared at the oddball frequency (identity was 
changing for each image). Experiment 3: Individual Face Discrimination (ID). 
Stimuli included Face images of different identities with neutral or expressive 
emotions (fear, disgust, happiness). At the base frequency, different expressions 
of the same face-identity were presented, while at the oddball frequency, a novel 
identity was used (emotional facial expression was changing for each image). In 
all three experiments, participants continuously monitored a color-change of a 
small cross located at the center of the visual stimuli to which they had to 
respond with the button-press. (B) An illustration of the sinusoidal contrast 
modulation used for stimuli presentation and the periodic response (that is, a 
periodic EEG response to a fast periodic visual stimulation, appearing at the 
same frequency as the stimulation); the response at the base frequency is 
indicated with the blue color, whereas the oddball response is indicated with the 
orange color. Note: responses at the corresponding harmonics are not shown on 
the figure. 
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3.2.3.2 Procedure 

Stimulus presentation was controlled using Matlab 2009. Fast 
Periodic Visual Stimulation (FPVS, Rossion, 2014) was applied, with 
sinusoidal contrast modulation at the base frequency of 6 Hz. A face 
image appeared after four images of other objects, that is, at a frequency 
of 1.2 Hz. To compose a sequence, the stimulus selection for both 
stimulus categories was random. Frequencies of interest included the 
base frequency (6 Hz), the oddball frequency (1.2 Hz), and harmonics for 
the oddball frequency (e.g., 2.4 Hz, 3.6 Hz, etc.). Stimulation sequences 
were shown to test the ability to discriminate between the face-stimuli 
and other objects from other categories. Since multiple object identities 
were used, categorization required generalizing across multiple face 
exemplars and objects. The amplitude of the EEG signal at the 1.2 Hz 
frequency and its harmonics was considered as an indicator of category 
discrimination and generalization (Rossion et al., 2018). Each sequence 
was repeated twice for each participant. Each sequence lasted for 64 s, 
including 60 s of stimulation, 2 s of fading-in and 2 s of fading-out, at the 
beginning and at the end of stimulation. Only these 60 s of "pure" 
stimulation were further analyzed. Each sequence start was preceded by 
the appearance of a small black fixation cross against the grey blank 
background for 2-5 s (randomly jittered in length), in order to setup and 
maintain the participants’ eye-fixation.  

3.2.4 Emotional Facial Expression Discrimination (Experiment 2) 

The stimuli used in experiment 2 and experiment 3 were selected 
from the same stimulus set. For Emotional Facial Expressions 
Discrimination, neutrally expressive faces were presented at the base 
frequency, while a face expressing disgust, fear or happiness was shown 
at the oddball frequency (see Experiment 2 in Figure 3.1). For both the 
base and the oddball frequency the identity of the face was randomized; 
gender was kept constant. 

3.2.4.1 Stimuli 

Due to time constraints, we limited the investigation to the 
discrimination of three emotional facial expressions (namely, fear, 
disgust, and happiness) with respect to a neutral facial expression. 
Fourteen full colored front face pictures from the Karolinska Directed 
Emotional Faces dataset were selected (Lundqvist et al., 1998) 
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comprising 7 males and 7 female identities with 4 facial expressions: 3 
emotional expressions corresponding to fear, disgust, and happiness 
plus 1 neutral. Therefore, 56 stimuli were used in total. Participants were 
unfamiliar with the pictures prior to testing. Each face picture had an 
equalized mean pixel luminance during stimulation. The original 
background was replaced with a grey color. 

3.2.4.2 Procedure 

The base frequency was generated by presenting images randomly 
selected from 7 different identities (either from the male or female pool) 
with a neutral emotional facial expression. Every fifth stimulus 
(oddball), a face with one of three emotional expressions was shown 
(while the identity of the face was random). Within a stimulation 
sequence, the same emotional facial expression was used as oddball 
images (that is either disgust, fear, or happiness). To avoid low-level 
repetition effects, the size of the pictures was randomly varied between 
90% and 110% at every stimulation cycle (Dzhelyova & Rossion, 2014a, 
2014b).  

The number of sequences was 6: 3 oddball emotional expressions 
(disgusted, fearful, and happiness) and 2 experimental conditions 
(upright and inverted). Each sequence was repeated 4 times (2 sequences 
of male identities and 2 of female identities), resulting in a total of 24 
randomized sequences. The inverted condition was used as a control. 
Stimulus selection for both stimulus categories was random. All images 

were 300  450 pixels in size. The stimuli were shown on the screen 

within an area of 8.5 ×12.7 cm, resulting in 6 of visual angle (VA) when 
viewed at a distance of 80 cm. Each sequence lasted 54 s, including 50 s 
of stimulation, 2 s of gradual fading-in at the beginning and 2 s of 
gradual fading-out at the end of stimulation. Only 50 s of stimulation 
were included in the data analysis. The remaining procedure was as for 
experiment 1. Without counting breaks, the duration of the experiment 

lasted for about 21 min (24 sequences ×54 s). 

3.2.5 Individual Face Discrimination (Experiment 3) 

3.2.5.1 Stimuli 

For Individual Face Discrimination (experiment 3), at the base 
frequency different expressions of the same identity were presented, 
whereas at the oddball frequency, a novel identity was used. The stimuli 
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were extracted by the same set of stimuli which was used in experiment 
2. To maximize the generalizability of the identity discrimination across 
the largest possible sets of different images, we used all emotional facial 
expressions which were available in the set of stimuli: 7 males and 7 
female identities, each with 7 facial expressions (fear, angry, disgust, 
happiness, neutral, sad, and surprised). Thus, in total 98 pictures were 
employed. Participants were unfamiliar with the pictures prior to 
testing. Images were presented with the same size as in experiment 2, all 
other parameters were as in experiments 1 and 2. 

3.2.5.2 Procedure 

Two conditions were implemented (upright and inverted) with four 
repetitions per condition (2 sequences with male identities and 2 
sequences with female identities), resulting in a total of 8 randomized 
sequences. The base frequency was generated by presenting images 
randomly selected among 7 different facial expressions of the same 
identity; every fifth face, another identity (oddball frequency; 6 Hz/5 = 
1.2 Hz) was shown. At the start of each sequence, the base identity was 
randomly selected from four possible identities. The face identities 
presented at the oddball frequency were randomly selected from the 
remaining pool (i.e., from 42 pictures: 6 different identities with 7 
different emotional expressions each).  

To avoid low-level repetition effects, the size of the pictures was 
randomly varied between 90% and 110% at every stimulation cycle 
(Dzhelyova & Rossion, 2014a, 2014b). To further isolate face 
individuation responses that cannot be accounted merely by physical 
differences between images, we used an inverted face presentation as a 
control condition, in which the same face stimuli were used albeit 
upside-down (note: Figure 3.1 shows only upright condition of 
experiment 3). 

Each sequence lasted 54 s, including 50 s of stimulation, 2 s of gradual 
fading-in at the beginning and 2 s of gradual fading-out at the end of 
stimulation. Only the 50 s of stimulation were included to further data 
analysis. The remaining procedure was as described for Experiment 1 
and 2. Without counting breaks, the duration of the experiment lasted 

for about 7.2 min (8 sequences  54 s) 
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3.2.6 EEG acquisition 

The EEG was recorded with 74 Ag/AgCl passive electrodes 
(Easycap) referenced to the right earlobe and acquired using the 
BrainVision software (Brain Products, GmbH). The sampling rate was 
500 Hz (hardware bandpass filter with a passband of 0.032-200 Hz). 
Electrode positions included standard international 10-20 system 
locations and additional intermediate positions (see Supplementary 
Figure B.1). 

3.2.7 Data analysis in the frequency-domain 

The analysis in the frequency domain was performed in Letswave 6 
(Matlab-based toolbox; http://www.nocions.org/letswave). The same 
pre-processing procedures (tuned for the Fast Periodic Visual 
Stimulation) were applied to the datasets of all three experiments, 
according to most recent studies with such paradigms (e.g., X. Yan et al., 
2019; Retter et al., 2020; see also the review of Rossion et al., 2020). First, 
a Butterworth bandpass filter was applied to the EEG data (fourth-order, 
0.1-120 Hz cut-off), which was down-sampled from 500 to 250 Hz and 
segmented from −2 s to 66 s in order to include 2 s of recording before the 
first stimulus onset and 2 s after the end of each sequence. For each 
participant, recording sequences of each experiment were concatenated 
(separately for each experiment). Biological artefacts related to eye 
movements and eye blinks were removed by applying an independent 
component analysis on the extended Infomax (A. J. Bell & Sejnowski, 
1995; Jung, Makeig, Humphries, et al., 2000; Jung, Makeig, Westerfield, 
et al., 2000). Components were extracted and then inspected for their 
spectral properties, scalp distribution, and distribution across sequences. 
ICA components indicating one of the artefacts listed above were 
removed. Noisy channels were replaced by interpolating 3 neighbouring 
channels (Experiment 1 (FO): 3 channels in total across 2 CD participants 
and 8 channels in total across 6 HC participants; Experiment 2 (EM): 13 
channels in total across 9 CD participants and 9 channels in total across 
6 HC participants; Experiment 3 (ID): 7 channels in total across 5 CD 
participants and 4 channels in total across 4 HC participants). All 
channels were finally re-referenced to a common average reference. At 
the single participant level, each epoch was further segmented to an 
integer number of 1.2 Hz cycles, starting at the onset of the sequence and 
lasting 60 s (corresponding to 72 cycles, 15,000 time points in total, in FO 
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experiment) or 50 s (corresponding to 60 cycles, 12,500 time points in 
total, in EM and ID experiments). This procedure was applied to avoid 
spectral leakage to neighbouring frequencies. The number of bins for a 
frequency of interest was computed through a Matlab custom made 
script integercycle, multiplying the value of the sampling rate by the 
length of the segment. To increase SNR, epochs corresponding to 
stimulation sequences of the same condition were averaged in the time 
domain, separately for each participant. Fast Fourier Transform (FFT) 
was applied to each of the averaged segments, converting the EEG data 
to the frequency domain. The FFT transformation yielded a spectrum 
ranging from 0 to 250 Hz with a spectral resolution (i.e., frequency bins) 
of 1/60 s, i.e., 0.017 Hz for FO experiment and 1/50 s, i.e., 0.02 Hz for the 
EM and the ID experiments. 

To quantify the responses of interest, we first identified in each 
experiment whether there was a significant response at the frequency of 
interest (e.g., 1.2 Hz) and its harmonics. To this aim, we computed the 
FFT grand averaged data across participants, conditions, and groups, 
separately for each experiment. The amplitude of the FFT data was 
further averaged across all electrodes. The amplitude value at the 
fundamental frequencies of interest (1.2 Hz or 6 Hz) and their harmonics 
(2.4 Hz, 3.6 Hz, etc.; 12 Hz, etc.) was compared to the distribution 
calculated on the amplitude of the FFT grand averaged data measured 
at 20 surrounding bins (of each frequency of interest). We excluded the 
2 bins (one on the left and one on the right side) immediately adjacent to 
the frequency of interest, to exclude potential amplitude leakage across 
adjacent bins (Dzhelyova & Rossion 2014a, 2014b; Retter & Rossion 
2016). Z-values were then computed separately for each frequency of 
interest, against the surrounding noise (note that, in both groups and 
across all experiments and conditions, the distributions of the 
amplitudes of surrounding bins were normally distributed). Z-values 
were calculated as follows: the amplitude at the frequency of interest 
(e.g., 1.2 Hz) minus the average of surrounding bins / standard 
deviation of surrounding bins. This procedure measures the deviation of 
the amplitude of the frequency of interest with respect to the mean of the 
surrounding bins, expressed in terms of standard deviations from this 
mean. Frequency bins with a z-value larger than 1.64 (corresponding to 
a one-tailed p-value of p < 0.05) were considered as deviating 
significantly from noise. A one-tailed liberal statistical threshold was 
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used at this stage to select the highest number of harmonics to obtain an 
accurate quantification of the signal, with a one-tailed testing due to the 
directionality of the hypothesis (i.e., signal > noise level; see Rossion et 
al., 2020; see also Supplementary Material for a data analysis performed 
using a more stringent z-value of 3.29, corresponding to a two-tailed p-
value of p < 0.001 with similar results). Once significant responses at the 
frequencies of interest (e.g., 1.2 Hz, 2.4 Hz, and so on) were identified, 
we returned to the raw single subject data and computed baseline-
correction for each participant and condition. Only for frequencies which 
differed from surrounding noise (in the FFT grand averaged data across 
participants, conditions and groups) the baseline correction was 
computed at the single participant level as follows: from the frequency 
of interest the averaged amplitude of 20 surrounding frequency bins (10 
from each side) was subtracted (we did not consider immediately 
adjacent bins, which might contain power in the frequency of interest 
due to a spectral leakage, and the local maximum and minimum 
amplitude bins as in (Dzhelyova & Rossion 2014a, 2014b; Retter & 
Rossion 2016). Moreover, for visualization purposes, the SNR was 
calculated for each participant and condition as follows: the amplitude 
at the frequency of interest was divided by the average amplitude of 20 
surrounding bins (we did not consider the same bins which were 
excluded in the baseline-correction procedure, see above). This 
procedure was implemented to correct for the overall noise level and to 
better visualize the data (Dzhelyova et al., 2017). 

For each frequency of interest, we then identified the set of 
consecutively significant baseline-corrected harmonics in the FFT grand 
averaged data across participants, conditions, and groups. Harmonics of 
the 1.2 Hz oddball frequency, which corresponded to the base frequency 
or its harmonics, the 5th (6 Hz), 10th (12 Hz), and 15th (18 Hz) were not 
considered, because the responses to stimuli presented at both base and 
oddball frequencies are confounded at these frequencies. These 
significant harmonics were then combined into a summed oddball 
response at the single participant level. Once the summed oddball 
response was averaged for each participant, it was used as a dependent 
measure for further statistical analyses (see Dzhelyova et al., 2017). In the 
FO experiment (experiment 1), 14 consecutive harmonics (i.e., 1.2 Hz to 
20.4 Hz; see Supplementary Material) were significant. In the EM 
experiment (experiment 2) 18 consecutive harmonics (i.e., 1.2 Hz to 26.4 
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Hz; see Supplementary Material) were significant. The summed oddball 
response across emotional facial-expressions was calculated by 
averaging the summed oddball response calculated at the level of single 
Emotional Facial-Expressions in each group. Finally, for in the ID 
experiment, the significant summed oddball response was composed by 
the average first 6 harmonics (i.e., 1.2 to 8.4 Hz; see Supplementary 
Material; see also Rossion et al., 2020). Finally, we computed grand 
averages of both baseline-corrected and SNR data across participants for 
each group and condition. 

The main aim of the frequency domain analyses was to perform 
between group comparisons of the summed oddball responses. The 
analysis focused on the average of the response across posterior 
electrodes in the left and right hemisphere, which for both groups 
comprised the highest baseline-corrected amplitudes in each experiment 
(see Supplementary Figure B.1). Data inspection revealed a strong 
consistency between the scalp topographies measured in the present 
sample of HC individuals and previous studies using the same 
paradigms (e.g., Liu-Shuang et al., 2014; Rossion et al., 2015; Dzhelyova 
et al., 2017). Electrode selection included four pairs (P7-P8, PO7-PO8, P9-
P10, PO9-PO10) covering the posterior lateral portions of left and right 
hemispheres. At the single participant level, data were averaged across 
selected electrodes separately for each hemisphere. The resulting 
amplitude values were used for statistical comparisons. For each of the 
three experiments, we separately ran a mixed-design analyses of 
variance (ANOVAs; IBM SPSS Statistics V21.0.0) with group (CD, HC) 
as between-participant factor and the following within participant 
factors: For FO experiment: Hemisphere (left, right); for EM experiment: 
Condition (upright, inverted), Hemisphere (left, right); for ID 
experiment: Condition (upright, inverted), Hemisphere (left, right). 

For the FO experiment, the analyses at posterior electrodes aimed at 
specifically testing for the two-way Hemisphere*Group interaction 
effect (Condition as a factor was not present in this experiment) and, we 
limited the analysis to this pre-specified effect (as opposed to 
investigating all main effects and interactions as it is done in exploratory 
analyses; see Cramer et al., 2016). For EM and ID experiments, at 
posterior electrodes we aimed at testing for the two-way 
Hemisphere*Group and, for the three-way 
Hemisphere*Condition*Group interaction effects, and the analyses were 
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limited only to these pre-specified effects (see Cramer et al., 2016). P-
values were corrected for multiple comparisons across selected F tests 
(i.e., interactions listed above) using the false discovery rate (FDR; 
Benjamini et al., 2001). Moreover, for each participant, a laterality index 
(LI) was calculated separately for each experiment as follows: Laterality 
Index = (L - R)/(|L|+|R|). Negative and positive values indicate a 
greater involvement of the right and of the left hemisphere, respectively 
(see e.g., Seghier et al., 2008). At the single participant level, L and R 
represent the EEG responses measured over each hemisphere averaged 
across the selected posterior electrodes. For both EM and ID experiments 
the LI was assessed only for the upright face conditions. At the group 
level, LI greater than a threshold of |0.2| indicated that there is at least 
a 50% higher activity in one hemisphere than in the other hemisphere. 
This threshold has been previously suggested as indicating hemispheric 
dominance (see Seghier et al., 2008).  

Prior to performing the analysis in the source space, we assessed at 
the scalp level potential crossmodal activations in the CD group by 
analyzing the responses measured at the vertex cluster comprising the 
midline electrodes FCz, Cz and CPz (that is, electrodes typically 
measuring the maximal responses from the auditory cortex; see 
Supplementary Figure B.1). The same statistical models were run as for 
the posterior electrodes albeit without the factor Hemisphere. The two-
way ANOVAs which were run for vertex responses in the experiments 
EM and ID aimed at exclusively testing for a possible Condition*Group 
interaction (see Cramer et al., 2016). In the result section we reported 
only these pre-specified effects. For Post hoc analyses conducted to 
further analyze significant pre-specified interactions we used planned 
pairwise comparisons (Bonferroni-corrected). Since the analysis at the 
vertex was explorative before employing source modelling, we did not 
apply a correction for running two-mixed-design ANOVAs within the 
same experiment.  

As control analyses, for each of the three experiments we ran 
ANOVAs using as dependent measure the response measured at the 
base frequency (6 Hz and its harmonics, 12 Hz and 18 Hz). This analysis 
focused on the same electrodes used for the summed oddball response. 
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3.2.8 Data analysis in the time-domain 

The time-domain analysis was conducted with two main aims: (a) to 
visualize the time-course of the EEG response in all three experiments; 
(b) to perform an analysis in the source space (source modelling). The 
latter was not performed in the EM experiment as different emotional 
expressions are known to elicit different scalp topographies (Dzhelyova 
et al., 2017; Leleu et al., 2018) and source modelling of each emotional 
facial expression was beyond the scope of the present study.  

The time-domain analysis was performed by implementing the 
pipeline used by Stropahl et al. (2015), Stropahl et al. (2018). Raw EEG 
data were pre-processed with EEGLAB 13.6.5 b (Delorme & Makeig, 
2004). First, a low-pass filter (windowed sinc FIR filter, cut-off frequency 
40 Hz, filter order 500) as well as a high-pass filter (windowed sinc FIR 
filter, cut-off frequency 1 Hz, filter order 100; (Widmann et al., 2015) 
were applied. Data were resampled to 250 Hz. In order to remove non-
stereotypical artefacts (such as sudden increases of muscle activity) from 
the data, continuous datasets were segmented into consecutive epochs 
with a length of 1 s. Segments displaying a joint probability of activity 
(Delorme et al., 2007) larger than three standard deviations (SD) were 
removed before performing the ICA. To remove typical artefacts such as 
eye movements and eye blinks, an independent component analysis 
based on the extended Infomax (A. J. Bell & Sejnowski, 1995; Jung, 
Makeig, Humphries, et al., 2000; Jung, Makeig, Westerfield, et al., 2000) 
was performed. In order to reduce computational time, the number of 
decomposed components was reduced from 74 to 50. The ICA weights 
were then associated to the raw EEG (continuous and unfiltered data). 
ICA components representing artefacts were identified with the semi-
automatic algorithm CORRMAP (Viola et al., 2009). Following artefact-
related component removal the data were segmented accordingly to 
stimulus presentation. Consecutive epochs with a length of 0.7 s (−0.2 to 
0.5 s) were generated. Epochs were time-locked to the 0% contrast time-
point in the sinusoidal contrast modulation. In the ID experiment, 
epochs were calculated for the presentation of all face stimuli, but only 
for the upright condition. In order to match the SNR-level between the 
brain responses to different stimulus categories, in the FO experiment, 
only object images presented immediately before face stimuli were 
selected. Analogous to the FO experiment, only the face stimuli having 
the same identity, presented immediately before the face having a new 
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identity were considered. Epochs having a joint probability of activity 
greater than four standard deviations (Stropahl et al., 2018) were 
automatically rejected (mean epochs removed per condition and group 
were: FO: CD = 9.2%, SD = 3.3; HC = 8.1%, SD = 2.1; ID: CD = 8.9%, SD 
= 1.5; HC = 8.6%, SD = 1.8). Finally, the data were baseline corrected 
using the −100 to 0 ms pre-stimulus period, and digitally filtered (low-
pass filter with a 40 Hz upper cut-off, order 100).  

To visualize the time-course of the EEG signals, consecutive epochs 
with a length of 5.6 s (0 to 5.6 s) were extracted from the data after 
artefact-related component removal. The first 15 cycles of stimulation 
from the start of each sequence (3 times AAAAB sequences) were 
discarded from analyses, to only include EEG signal in which the 
periodic response had already been built. Each 5.6 s segment included 6 
repetitions of the AAAAB sequence. At the individual subject level, 
epochs were averaged and low-pass filtered at 20 Hz (note that for both 
groups all significant harmonics occurred below 20 Hz). The data 
extraction was carried at the individual level separately for each 
experiment and condition. Data were then averaged at the group level 
for visualization (see Supplementary Figures B.3–B.5). EEG segments 
revealed a highly structured non-linear response in the time domain. 

3.2.9 Source reconstruction 

Source estimation was performed using Brainstorm software (Tadel, 
Baillet, Mosher, Pantazis, & Leahy, 2011), which is based on a distributed 
dipoles model fitting approach. Sources were extracted by applying a 
dynamic statistical parametric mapping (dSPM; Dale et al., 2000), which 
has been shown to provide a better localization of deep sources than 
standard minimum norm procedures (Lin et al., 2006). The dSPM adopts 
minimum-norm inverse maps to estimate the locations of scalp electrical 
activities. Before source estimation, the EEG data were re-referenced to 
the common average reference (Michel et al., 2004). Moreover, the 
activity was normalized by an estimate at the individual level of the 
noise standard deviation at each electrode location (Hansen et al., 2010). 
To this end, for each participant and location, noise covariance matrices 
and individual noise standard deviations were calculated using single 
trials baseline intervals data (100 to 0 ms). The boundary element 
method (BEM) provided in OpenMEEG was adopted as a head model 
(default parameters in Brainstorm were selected). The BEM provides 
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anatomical information by three realistic layers (Gramfort et al., 2010; 
Stenroos et al., 2014). Source estimation was performed by selecting the 
option of constrained dipole orientations (Tadel et al., 2011). Single-trial 
data were averaged for each individual, then the estimate of active 
sources was calculated at the individual level.  

Based on the existing literature (Finney et al., 2001; Sandmann et al., 
2012; Cardin et al., 2013; Bottari et al., 2014; Stropahl et al., 2015) an 
Auditory region of interest (ROI) was defined a priori in each 
hemisphere before any statistical comparison was run (see 
Supplementary Figure B.2). Estimated activations of this ROI were used 
to compare congenitally deaf individuals (CD) and hearing controls 
(HC). The ROIs were defined by using the Destrieux-atlas (Destrieux, 
Fischl, Dale, & Halgren, 2010; Tadel et al., 2011), as implemented in 
FreeSurfer 
(http://ftp.nmr.mgh.harvard.edu/fswiki/CorticalParcellation), which 
is available in Brainstorm and adopts an automatic parcellation 
performed by a surface-based alignment of the cortical folding 
(Destrieux et al., 2010). The Auditory ROI was defined by combining 
three areas to include Brodmann areas 41 and 42 (Destrieux: 
G_temp_sup-G_T_transv, S_temporal_transverse and G_temp_sup-
Plan_tempo). The so defined Auditory ROI has repeatedly shown 
crossmodal activations in deaf individuals (Finney et al., 2003; 
Sandmann et al., 2012; Cardin et al., 2013; Bottari et al., 2014; Stropahl et 
al., 2015).  

First, source estimates in the Auditory ROIs were analyzed for the FO 
and the ID experiments within each group. For the FO experiment we 
compared, separately for each hemisphere, the source estimates in 
response to faces and to objects within the 200-300 ms time window (see 
Supplementary Figure B.6) and, for the ID experiment the source 
estimates in response to the different and the same face identities within 
the 300-400 ms time window (see Supplementary Figure B.7). Two-sided 
t-tests for dependent samples were performed at each time-point within 
these preselected time windows. False discovery rate (FDR; Genovese et 
al., 2002) was used to correct for multiple comparisons. FDR bound (q-
value) was set at 0.05 (Genovese et al., 2002). Note that, in the FO 
experiment, the latency of the source peak in response to faces was 
consistent with the original ERP result found in the study by Rossion et 
al. (2015) at posterior scalp location (i.e., 220 ms).  
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Second, source estimates of the evoked response to faces in the FO 
experiment and in response to different face identities in the ID 
experiment were compared between groups in the auditory ROIs. A 
specific hypothesis was tested in both FO and ID experiments. Based on 
previous evidence, we hypothesized that the CD group would show 
greater activations of the auditory cortex as compared to the HC group 
(Bottari et al., 2014; Stropahl et al., 2015; Benetti et al., 2017). To test this 
hypothesis, direct comparisons were performed between source 
activations measured in the Auditory ROIs, separately for each 
hemisphere. Local maxima (i.e., the absolute peak magnitude of source 
activations measured in Auditory ROIs) of the responses to faces (FO 
experiment) and different face identities (ID experiment) occurred for 
both groups, within the significant within-group effects (faces vs. 
objects: see Supplementary Figure B.6; same vs. different face identities: 
see Supplementary Figure B.7). Thus, local maxima for faces and 
different face identities were used as landmarks for the between group 
comparisons. One-sided t-tests for independent samples were 
performed at each time-point within 50 ms time windows which 
comprised for each experiment the local maxima of both groups. For the 
FO experiment, the 50 ms time window was between 210 and 260 ms 
and for the ID experiment between 340 and 390 ms. False discovery rate 
(FDR; Genovese et al., 2002) was used to correct for multiple 
comparisons. FDR bound (q-value) was set at 0.05 (Genovese et al., 2002). 
For all analyses, tests with p-values smaller than the FDR-corrected p-
values were considered as significant. 

3.2.10 Behavioral data 

For each participant and experiment, we calculated the mean 
accuracy (percentage of correct responses) and the mean RT for the 
detection of the color change of the fixation cross. As control analyses, 
two separate ANOVAs (IBM SPSS Statistics V21.0.0) were run using as 
dependent measures of accuracy and RT for each experiment (FO, EM, 
ID). For both EM and ID experiments, the ANOVAs included Condition 
(upright and inverted) as within-participants factors and Group (CD and 
HC) as between-participants factor. 
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3.3 Results 

3.3.1 Experiment 1 (Face-Object Categorization, FO) 

3.3.1.1 Behavioral results 

Two separate one way ANOVAs with Group (CD and HC) as 
between participants factor revealed that CD and HC groups did not 
differ in the mean accuracy or in mean detection times (mean accuracy: 
all p-values > 0.1; CD group = 97.9%, SD = 0.03%; HC group = 99.6%, SD 
= 0.01%; mean RTs: all p-values > 0.3; CD = 416 ms, SD = 59 ms; HC = 
396 ms, SD = 45 ms). 

3.3.1.2 Face-selective response 

As expected, based on previous studies, the face-selective response 
appeared predominantly in the right hemisphere in HC (mean 
amplitudes: left hemisphere = 3.1 μV; SE = 0.42; right hemisphere = 3.6 
μV; SE = 0.44). In contrast, the face-selective response was more 
pronounced in the left hemisphere in the CD group (left hemisphere = 
3.5 μV, SE = 0.55; right hemisphere = 2.9 μV, SE = 0.28; see Figure 3.2). 
This observation was confirmed by an ANOVA with Hemisphere (left 
and right) as within-participants factors and Group (CD and HC) as 
between participants factor, showing a significant interaction between 
the two factors (F(1,22) = 4.4, p < 0.05, 𝜂p

2 = 0.17). Despite the significant 
interaction, post-hoc pairwise comparisons did not reveal a greater 
response in the left hemisphere for the CD group than in the HC group, 
and no greater response in the right hemisphere for the HC group 
compared to the CD group (all p-values > 0.1, corrected). Moreover, 
post-hoc pairwise comparisons did not reveal a greater response in the 
left hemisphere vs. the right hemisphere for the CD group, nor a greater 
response in the right hemisphere as compared to the left hemisphere for 
the HC group (all p-values > 0.1, corrected; LI was below the |0.2| 
threshold for both the CD and the HC group). No between group 
differences emerged at the vertex (see methods section; all p-values > 
0.8). 
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Figure 3.2: Experiment 1 (Face-Object Categorization). CD, congenitally deaf 
group; HC, hearing control group. (A) Grand-averaged SNR spectra across 
posterior electrodes in the left and in the right hemisphere. (B) Topographical 
maps (from back and top views) of the grand-averaged summed oddball 
response (baseline-subtracted amplitudes). (C) Upper panel: the bar plot shows 
the response measured at left and right hemispheres at the posterior electrodes 
for the summed oddball response to face stimuli for both groups. Bottom panel: 
the bar plot displays the response measured in each group at the vertex. Error 
bars represent standard errors of the mean. The statistically significant 

interaction is marked with "∗" (p < 0.05). 

 

3.3.2 Experiment 2 (Emotional Facial Expression Discrimination, 
EM) 

3.3.2.1 Behavioral results 

The ANOVAs with Condition (upright and inverted) as a within 
participants factor and Group (CD, HC) as between-participants factor 
did not reveal an effect of Group, neither for accuracy (all p-values > 
0.08; CD = 96.2%, SD = 6.3%; HC = 97.8%, SD = 2.9%;) nor for mean 
detection times (all p-values > 0.1; mean RT: CD = 431 ms, SD = 60 ms; 
HC = 419 ms, SD = 46 ms). 

3.3.2.2 Response to facial expression change 
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In HC, the facial expression response appeared as bilateral over 
posterior electrodes (left hemisphere = 0.8 μV, SE = 0.24; right 
hemisphere = 0.8 μV, SE = 0.13), whereas it appeared as being 
predominantly involving the left hemisphere in the CD group (left 
hemisphere = 1.1 μV, SE = 0.18; right hemisphere = 0.8 μV, SE = 0.05; see 
Figure 3.3). The mixed-design ANOVA with Condition (upright and 
inverted) and Hemisphere (left and right) as within-participants factors, 
and Group (CD and HC) did not reveal significant effects for 
Hemisphere and Group interaction or the Hemisphere, Condition and 
Group interaction (all p-values > 0.1; see Figure 3.3). However, planned 
pairwise comparisons revealed that the HC group had a bilateral 
response for both upright and inverted conditions (left vs. right 
hemisphere comparison for upright: F(1,22) = 0.14, p > 0.7, 𝜂p

2 = 0.01, 
corrected; inverted: F(1,22) = 0.56, p > 0.4, 𝜂p

2 = 0.02, corrected) while a 
tendency toward a stronger involvement of the left hemisphere was 
found in the CD group selectively for the upright conditions (left vs. 
right hemisphere comparison for upright: F(1,22) = 3.5, p = 0.07, 𝜂p

2 = 
0.14, corrected; inverted: F(1,22) = 0.11, p > 0.7, 𝜂p

2 = 0.01, corrected; see 
Figure 3.3C; LI was below the |0.2| threshold for both CD and HC 
groups). Finally, no significant interaction between the factors Condition 
and Group emerged at the vertex (all p-values > 0.7). 

 

Figure 3.3: Experiment 2 (Emotional Facial Expression Discrimination). 
Response to changes across facial expressions (from neutral to either fear, 
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happiness, or disgust). CD, congenitally deaf group; HC, hearing control group. 
(A) Grand-averaged SNR spectra averaged across emotional facial-expressions 
(disgust, fear, and happiness), in the upright condition for across posterior 
electrodes in the left and in the right hemisphere. (B) Topographical maps (from 
back and top views) of the grand averaged summed oddball response (baseline-
subtracted amplitudes), averaged across emotional facial-expressions, in the 
upright condition for both groups. (C) Upper panel: The bar plot shows the 
response measured across posterior electrodes in the left and right hemispheres 
of the grand-averaged summed oddball response mean amplitudes, averaged 
across emotional facial-expressions, in the upright condition for the two groups. 
Bottom panel: displays the grand-averaged summed oddball response mean 
amplitudes measured at the vertex for each Group as a function of Condition 
(upright and inverted). Error bars represent standard errors of the mean. The 

tendency towards a significant post-hoc comparison is marked with "m". 

 

3.3.3 Experiment 3 (Individual Face Discrimination, ID) 

3.3.3.1 Behavioral results 

A mixed-design ANOVA with Condition (upright and inverted) as 
within-participants factor and Group (CD, and HC) as between 
participants factor did not indicate any significant main effect or 
interactions involving the factor Group for accuracy or RT measures 
(mean accuracy: all p-values > 0.08; CD = 97.3%, SD = 4.1%; HC = 96.4%, 
SD = 3.8%; mean RT: all p-values > 0.2; CD = 437 ms, SD = 51 ms; HC = 
426 ms, SD = 53 ms). 

3.3.3.2  Identity discrimination response 

The scalp topographies indicated a slight increase in amplitude over 
the right compared to the left hemisphere for HC (left hemisphere = 0.87 
μV, SE = 0.20; right hemisphere = 1.04 μV, SE = 0.16) this was also found 
in the CD group (left hemisphere = 1.07 μV, SE = 0.13; right hemisphere 
= 1.13 μV, SE = 0.11; see Figure 3.4). The mixed ANOVA with Condition 
(upright and inverted), Hemisphere (left and right) as within-
participants factors, and Group (CD and HC) as between participants 
factor did not reveal significant pre-selected interactions involving the 
factors Hemisphere and Group (all p-values > 0.4; see Figure 3.4). 
Planned pairwise comparisons revealed that for both the HC group (HC 
left vs. right hemisphere, upright: F(1,22) = 1.4, p > 0.2, 𝜂p

2 = 0.06, 
corrected; inverted: F(1,22) = 3.9, p > 0.05, 𝜂p

2 = 0.15; corrected) and the 
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CD group (CD left vs. right hemisphere, upright: F(1,22) = 0.2, p > 0.6, 
𝜂p

2 = 0.01, corrected, inverted: F(1,22) = 2.2, p > 0.1, 𝜂p
2 = 0.09, corrected) 

the response in the left and right hemispheres did not differ (see Figure 
3.4C, upper panel; LI was below the |0.2| threshold for both CD and HC 
groups). However, a significant interaction between the factors 
Condition and Group emerged at the vertex (F(1,22) = 4.7, p < 0.05, 𝜂p

2 = 
0.17). Post-hoc pairwise comparisons showed that both groups had a 
greater response for the upright as compared to inverted Condition (p < 
0.001, corrected). Moreover, post-hoc pairwise comparisons did not 
reveal a between group effect for either the upright or for the inverted 
Condition (all p-values > 0.1, corrected). Thus, the CD group displayed 
a greater difference between the response to the upright and the inverted 
conditions (CD: mean upright minus inverted = 0.61 μV, SE = 0.09) 
compared to the HC group (HC: upright minus inverted: mean = 0.35 
μV, SE = 0.08; see Figure 3.4C, lower panel). 

 

Figure 3.4: Experiment 3 (Individual Face Discrimination). Response to face 
identity change. (A) Grand-averaged SNR spectra for the central electrode FCz 
in the upright condition. (B) Topographical maps (from back and top views) of 
the grand-averaged data show the summed oddball response (baseline-
subtracted amplitudes) to a face identity change, in the upright condition. (C) 
The bar plot shows the grand averaged summed oddball response associated to 
face identity change, (Upper panel) at posterior electrodes for left and right 
hemispheres (in the upright condition), and (Bottom panel) at the central cluster 
of electrodes for upright and inverted conditions in congenitally deaf (CD) and 
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hearing (HC) participants. Error bars represent standard errors of the mean. 

Statistically significant interaction involving the Group factor is marked with "∗" 
(p < 0.05). 

 

3.3.4 Base frequency 

As complementary analyses, a series of ANOVAs with Hemisphere 
(left and right) and, if appropriate, Condition (upright and inverted, for 
the EM and the ID experiment) as within-participant factors and Group 
(CD and HC) as between-participant factor were run for each experiment 
for the responses measured at the base frequency. No significant 
interactions involving the factor group emerged (all p-values > 0.2). The 
same analyses performed at the vertex found no significant difference 
between group (all p-values > 0.3). 

3.3.5 Source estimates for FO and ID experiments at Auditory 
ROIs 

For each experiment, direct between group comparisons were 
performed with running t-tests between source activations measured in 
the Auditory ROI of each hemisphere (significant effects were FDR-
corrected). Comparisons were performed within a 50 ms time window 
comprising local maxima of both groups (time windows: FO: 210-260 ms; 
ID: 310-360 ms; see Method section; for within group comparisons see 
Supplementary Material). Source estimates of the two groups were 
compared for the response to faces in the FO experiment and for the 
response to different face identities in the ID experiment. The analyses 
aimed at assessing whether a greater response at the pre-defined 
Auditory ROIs was found in the CD group as compared to the HC 
group. 

Experiment 1 (Face-Object Categorization, FO) 

No significant differences emerged for the between group 
comparison performed on the sources estimated in the Auditory ROIs 
(see Figure 3.5). 
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Figure 3.5: Source analysis performed in the time domain for the Face-Object 
Categorization experiment. Activity is shown in response to face stimuli. (A) 
From top to bottom: the time course of the activity measured for each group at 
left and right Auditory ROIs. Grey dashed boxes represent the time window of 
interest (210-260 ms). (B) Source activities averaged within the 210-260 ms time 
window for CD group (top) and HC group (bottom). Source activities are 
represented as absolute values and in arbitrary units based on the normalization 
within the dSPM algorithm. The color bar indicates the magnitude of activation. 
No between-group differences emerged. 

 

Experiment 3 (Individual Face Discrimination, ID) 

The between-group comparison of the estimated source activity in 
the Auditory ROIs revealed that congenitally deaf individuals displayed 
a greater activation to different face identities as compared to hearing 
controls in the right hemisphere (time points with p < 0.05, FDR-
corrected are highlighted in grey in Figure 3.6A). 
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Figure 3.6: Source analysis performed in the time domain for the Individual Face 
Discrimination experiment. Activity is shown in response to the change of face 
identity. (A) From top to bottom: the time course of the activity measured for 
each group at left and right Auditory ROIs. Grey dashed boxes represent the 
time window of interest (340-390 ms). (B) Source activities averaged within the 
50 ms time window (340-390 ms) for the CD group (top) and the HC group 
(bottom). The grey box highlights the duration of significant group differences 
(FDR-corrected). The CD group revealed a greater response to changes of face 
identity in the right Auditory ROI compared to the HC group. Source activities 
are represented as absolute values and as arbitrary units based on the 
normalization within the dSPM algorithm. The color bar indicates the magnitude 

of activation. Statistically significant effects are marked with "∗" (p < 0.05, 
corrected). 

 

3.4 Discussion 

The present study investigated the experience dependence of the 
development of three aspects of face processing: (i) Face-Object 
Categorization (faces vs. objects of different categories; experiment 1), 
(ii) Emotional Facial Expression Discrimination (emotional faces vs. 
neutral faces; experiment 2), and (iii) Individual Face Discrimination 
(different vs. same face identities; experiment 3). To this end, we 
recorded the EEG in three experiments involving fast periodic visual 
stimulation (FPVS; Rossion, 2014; Rossion et al., 2015) in a group of 
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congenitally deaf signers (CD) and a group of matched hearing controls 
(HC). 

There is evidence that face processing has distinct neural correlates 
in deaf signers compared to hearing controls (McCullough et al., 2005; 
Benetti et al., 2017). However, a systematic assessment of the neural 
correlates of different aspects of face processing in the same individuals 
has been lacking. Here, for each experiment, we compared the neural 
response of the two groups at posterior lateral electrode locations, which 
have been demonstrated to best capture the responses associated to face 
categorization, emotional facial expression and identity discrimination 
(see Liu-Shuang et al., 2014; Rossion, 2014; Rossion et al., 2015; 
Dzhelyova et al., 2017). This approach allowed us to investigate the 
functional organization of different aspects of face processing within the 
same subjects. Face categorization elicited a relatively stronger 
involvement of the left hemisphere in the CD group than the HC group. 
The same trend was observed for the EM experiment but not for the ID 
experiment. 

Changes in the relative hemispheric involvement of neural systems 
such as for motion processing (Bavelier et al., 2001; Bosworth & Dobkins, 
2002; Brozinsky & Bavelier, 2004), visual spatial attention (Neville & 
Lawson, 1987a) and language processing (Neville & Bavelier, 1998) have 
previously been observed in congenitally deaf signers. For instance, in a 
visual spatial attention task, a left hemispheric dominance was found in 
deaf individuals (Neville & Lawson, 1987b), which was only partially 
related to the usage of a sign language - hearing native signers displayed 
the typical right hemispheric dominance (Neville & Lawson, 1987a, 
1987c). In contrast, changes in visual field dominance for motion 
processing have been found in both deaf and hearing signers, but not in 
hearing non-signers, suggesting a crucial role of sign languages for the 
development of the neural representations of visual motion (Bosworth 
& Dobkins, 2002). Furthermore, in an fMRI study, deaf signers did not 
display the typical hemispheric dominance of left-hemisphere language 
regions (e.g., inferior frontal gyrus, posterior superior temporal gyrus) 
during a reading task, but a rather bilateral response in the middle 
temporal and temporo-parietal cortices (Neville et al., 1998). However, 
more recent studies have suggested that language proficiency might 
explain some of these results: deaf individuals who were highly 
proficient users of both a sign language and a written language have 
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displayed a typical left hemispheric dominance for reading 
(MacSweeney et al., 2002; Skotara et al., 2012; Hänel-Faulhaber et al. 
2014).  

Changes in the responses measured in the two hemispheres for face 
processing have been previously observed in congenitally deaf native 
signers (McCullough et al., 2005; Weisberg et al., 2012). In an fMRI study, 
Weisberg et al. (2012) showed a reduced selectivity to faces relative to 
houses in deaf signers as compared to hearing non-signers in the right 
fusiform gyrus, whereas the two groups had a similar response in the 
left fusiform gyrus. However, Benetti et al. (2017) did not report 
lateralization differences between early deaf individuals and hearing 
control for face categorization (faces vs. houses). These inconsistent 
results might be accounted for the different deaf individuals who took 
part in these experiments. While in the first study (Weisberg et al., 2012) 
congenitally deaf individuals were native users of a sign language, in the 
study of Benetti et al. (2017) deaf participants had acquired a sign 
language at different years of age. Our sample resembled the deaf 
participants of Weisberg et al. (2012), and so did the observed shift 
towards a greater involvement of the left hemisphere for face 
categorization. These results might indicate that a combination of native 
acquisition of a sign language and congenital deafness results in a 
change of the representation of face categorization. 

In the fMRI study of McCullough et al. (2005) brain activation in 
response to emotional and linguistic facial expressions was assessed in 
deaf native signers and hearing non-signers. The authors found that in 
deaf signers, both tasks elicited a left-lateralized fusiform gyrus 
activation, whereas hearing non-signers displayed a bilateral activation. 
The authors speculated that this change in functional lateralization 
might be due to the crucial role of facial movements in expressive sign 
language (McCullough et al., 2005). However, the finding that hearing 
native signers did not show a similarly alternated lateralization later 
questioned this interpretation (Emmorey & McCullough, 2009). The 
results of both the FO and EM experiments from the present study 
support an increased involvement of the left hemisphere for face 
processing in congenitally deaf native signers. Given that we did not test 
a group of hearing individuals who started acquiring a sign language 
from birth, we are not able to disentangle the effects of deafness and of 
early sign language acquisition on the neural representation of face 
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processing. Future research including hearing native signers should 
address the specific impact of the analyses of linguistic facial expressions 
occurring in sign languages on the neural representation of face 
processing. Moreover, because we analyzed neural responses at 
predefined scalp locations, we might have missed additional group 
differences, such as enhanced amygdala responses which have been 
previously observed (Weisberg et al., 2012).  

Studies on the role of literacy in shaping the functional organization 
of the brain have provided evidence that learning to read has an impact 
on the neural organization of other parts of the visual system than only 
those typically associated with reading (Dehaene et al., 2015). 
Specifically, while the right hemispheric lateralization for face 
categorization emerges in infancy well before reading acquisition (de 
Heering & Rossion, 2015), competition with the processing of written 
text when children start to read seems to further contribute to the right 
hemisphere specialization for face processing (Dehaene et al., 2010). The 
neural competition hypothesis was supported by the observation that in 
children, high reading proficiency was accompanied by a stronger right 
lateralization of face categorization (Dundas et al., 2015; Lochy et al., 
2019). A recent EEG study tested deaf individuals and hearing controls, 
who were matched in their reading abilities (Emmorey et al., 2017). 
Interestingly, higher reading skills were associated with a stronger left 
hemispheric activity in hearing individuals but with a stronger right 
hemispheric activity in deaf individuals. The authors interpreted these 
findings as supporting the phonological mapping hypothesis, which 
proposes that left hemispheric processing of word-form predominantly 
emerges to link orthography and phonology, that is visual word form 
areas (VWFA) and auditory language regions (McCandliss & Noble, 
2003). In sum, these results might suggest that the lack of speech input 
changes the cerebral organization with regard to reading and in turn 
alters the lateralization of the face processing system in congenitally deaf 
individuals. However, not all results have been in consistence with this 
view. No differences in the VWFA activation have been found in 
response to written text in congenitally deaf signers and hearing 
controls, suggesting that in deaf individuals the neural correlates of 
reading are not necessarily altered (Waters et al., 2007; Emmorey et al., 
2013; Xiaosha Wang et al., 2015). Moreover, it is noteworthy that the 
hemispheric specialization for face categorization does not follow a 
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linear development (Lochy et al., 2019). From being right lateralized in 
newborns (de Heering & Rossion 2015), it seems to encounter a bilateral 
phase in 5-year-old children (Lochy et al., 2019; but see Cantlon et al., 
2011) before resulting in the adult-like right hemispheric dominance. 
The associated developmental trajectory as well as the impact of literacy 
need yet to be further investigated in deaf individuals.  

The Individual Face Discrimination experiment revealed other group 
differences between the CD and the HC group than the Face Object 
categorization and Emotional Facial Expression Discrimination 
experiments. No differences were found between groups in the 
hemispheric responses. A previous behavioral study (Letourneau & 
Mitchell, 2013) showed a left visual field (LVF) bias for both an emotional 
facial-expressions judgement and a face identity classification task in 
hearing individuals. By contrast, deaf signers showed an RVF bias for 
the judgments of emotional facial-expressions, but the typical LVF bias 
for face Identity judgments. The present study possibly provides the 
neural correlates for these behavioral group differences. The lack of 
group differences in the lateralization for face identity processing of the 
present study suggests either less experience dependence or no 
dependence on auditory input or speech. Facial cues play a dominant 
role in person recognition (Sheehan & Nachman, 2014). In fact, not all 
patients with lesions in the right ventral cortex have additional 
difficulties recognizing others from their voices (Gainotti & Marra, 2011); 
some patients with prosopagnosia have been found to even outperform 
healthy controls in voice recognition tasks (Hoover et al., 2010).  

However, Individual Face Discrimination selectively yielded 
responses compatible with crossmodal plasticity in the right auditory 
cortex of CD individuals. This result is in accordance with findings of 
right auditory cortex activation in deaf individuals in response to visual 
stimuli (Finney et al., 2001; Sandmann et al., 2012). Furthermore, it is in 
line with the results of a recent fMRI adaptation study, in which a group 
of early deaf individuals showed a higher selectivity for face 
individuation in the right temporal voice area (TVA; Belin & Zatorre, 
2003) compared to hearing controls (Benetti et al., 2017). However, in the 
present study the Auditory ROI was defined by combining three areas 
to include Brodmann areas 41 and 42 (Finney et al., 2003; Sandmann et 
al., 2012; Cardin et al., 2013; Bottari et al., 2014; Stropahl et al., 2015), 
which are located less laterally and ventrally with respect to the right 
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temporal voice area (TVA). Finally, it is noteworthy that the time-course 
of source estimates of the present study depends on the paradigm used, 
which comprised (i) periodic stimulations and (ii) periodic contrast 
changes (rather than abrupt onsets). Thus, the time-course of source 
estimates cannot be directly compared to other studies with different 
stimulation methods (see Rossion et al., 2015 for a discussion on this 
aspect). 

In sum, our results suggest that different aspects of the neural 
systems associated with face processing show specific experience 
dependent functional organizations - they adapt partially in different 
ways to altered experience. These adaptations comprise intramodal 
plasticity (changes in the hemispheric involvement of the visual cortex) 
or crossmodal plasticity (stronger activation of what is typically auditory 
cortex). 
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Chapter 4  

Early visual cortex tracks speech envelope in the 
absence of visual input 

 

4.1 Introduction 

Neuronal populations developed the ability to synchronize their 
activity (through aligning the phase) to temporal regularities of a 
continuous input (Lakatos et al., 2019; Obleser & Kayser, 2019). This 
neural entrainment influences several aspects of processing, including 
language. In this context, neural activity entrained to amplitude 
modulations over time of continuous speech (that is, the envelope) has 
been consistently reported (Ding & Simon, 2014). The exact functional 
meaning of the entrainment to the speech envelope is still unclear. 
Several studies showed that intelligible speech is not mandatory for 
neural tracking (M. F. Howard & Poeppel, 2010; Luo & Poeppel, 2007). 
However, during comprehension, phase-locked responses to speech in 
the auditory cortex are enhanced (Gross et al., 2013; Peelle et al., 2013). 
Moreover, the entrainment to an attended speaker's speech envelope in 
noisy environments appears to play a role in solving the so-called 
cocktail-party (Cherry, 1953) problem (Ding, Chatterjee, & Simon, 2014; 
Riecke, Formisano, Sorger, Baskent, & Gaudrain, 2018). Based on this 
evidence, entrainment to speech envelope may be involved in promoting 
the perception of linguistic information (Poeppel & Assaneo, 2020) and 
facilitating speech comprehension (Ahissar et al., 2001; Luo & Poeppel, 
2007), especially in challenging acoustic environments (e.g., Kerlin, 
Shahin, & Miller, 2010; Zion Golumbic et al., 2013). Importantly, neural 
entrainment to temporal dynamics of speech is modulated by low-level 
acoustic features (Ding et al., 2014) as well as high-level meaningful 
linguistic units, such as phonetic information, phrases, and sentences (Di 
Liberto, O’Sullivan, & Lalor, 2015).  

Neural entrainment does not only occur for the auditory input of 
speech (A. E. O’Sullivan, Crosse, Liberto, Cheveigné, & Lalor, 2021; 
Plass, Brang, Suzuki, & Grabowecky, 2020). Recent 
magnetoencephalography (MEG) studies revealed that the early visual 



69 

 

areas entrain even to silent lip movements (Bourguignon, Baart, 
Kapnoula, & Molinaro, 2018, 2020; Hauswald, Lithari, Collignon, 
Leonardelli, & Weisz, 2018). This neural tracking is modulated by audio-
visual congruences and boosts speech comprehension in noisy 
conditions (Park, Kayser, Thut, & Gross, 2016). The contribution of 
visual cortices in language processing is not limited to visual or audio-
visual representations of spoken language. There is scattered evidence 
that the early visual cortex is also active during purely auditory 
stimulation (Brang et al., 2022; Petro, Paton, & Muckli, 2017; Vetter, 
Smith, & Muckli, 2014) and while listening to spoken language (e.g., 
Martinelli et al., 2020; Seydell-Greenwald, Wang, Newport, Bi, & Striem-
Amit, 2021; Wolmetz, Poeppel, & Rapp, 2011). Importantly, such 
activations cannot be explained by semantic-based imagery alone but 
rather seem to reflect genuine responses to language input; in fact, the 
visual cortex also responds to abstract concepts with low imaginability 
rates (Seydell-Greenwald et al., 2021). Overall, this evidence highlights a 
putative role of the visual cortex in mapping temporal modulations of 
incoming sounds, especially in the absence of competing retinal input 
(Martinelli et al., 2020; Vetter et al., 2014). However, the exact role of the 
visual cortex in the hierarchy of speech processing remains unclear. 

Here, we investigated the neural tracking of speech envelope when 
visual input is absent. Using electroencephalography (EEG), we 
recorded neural responses of blindfolded individuals while they were 
listening to stories presented in isolation (Quiet) or combined with 
multi-talker babble noise at different signal-to-noise ratios (SNR; Noise). 
Stories comprised either meaningful (speech) or meaningless 
(jabberwocky) narration. We used a temporal response function (TRF) to 
model neural tracking of broadband speech envelope (in 2-8 Hz range; 
as in: Hausfeld, Riecke, Valente, & Formisano, 2018; Mirkovic, Debener, 
Jaeger, & De Vos, 2015; J. A. O'Sullivan et al., 2015). TRF approach allows 
linear mapping between neurophysiological responses and continuous 
speech stimuli (Crosse, Di Liberto, Bednar, & Lalor, 2016; Crosse et al., 
2021) and has been used to measure entrainment to speech in both clear 
and challenging listening conditions (e.g., Decruy, Vanthornhout, & 
Francart, 2019; Di Liberto et al., 2015; Ding et al., 2014; Ding, Melloni, 
Zhang, Tian, & Poeppel, 2016; Ding & Simon, 2014; Legendre, Andrillon, 
Koroma, & Kouider, 2019; J. A. O’Sullivan et al., 2015).  
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To disambiguate the effects of lower-level acoustic and higher-level 
linguistic processing using continuous naturalistic stimuli, we built a 
hierarchical model. We specifically assessed the effects of (i) low-level 
acoustic features by contrasting TRFs resulting from listening to stories 
presented in quiet vs. in noise, and (ii) high-level linguistic information 
by contrasting TRFs resulting from listening to meaningful (speech) vs. 
meaningless (jabberwocky) stories, both embedded in noise. Finally, we 
tested how low-level and high-level information effects are distributed 
at the source level, with a focus on whether and how speech envelope 
information is mapped in the visual cortex in the absence of competing 
visual information. 

 

4.2 Methods 

4.2.1 Participants 

Nineteen native speakers of the Italian language took part in the 
study (N = 19; age: median = 28; min = 22; max = 32; females = 12; all 
right-handed). We excluded one participant because of an error in the 
presentation script during EEG acquisition and three more participants 
due to their inability to complete the experiment, resulting in a final 
sample of fifteen participants (N = 15; age: median = 28; min = 22; max 
= 30; females = 10). All participants self-reported the absence of any 
hearing problems and neurological disorders. The experimental protocol 
was approved by the local ethics committee and conducted following 
the Declaration of Helsinki. All participants were informed in advance 
that they would be blindfolded during the experiment, signed written 
informed consent prior to the study and received monetary 
compensation for their participation.  

4.2.2 Stimuli  

We used two types of target stories: (i) meaningful (speech) and (ii) 
meaningless (jabberwocky) narration. Meaningful stories were extracted 
from the fiction book for teens Polissena del Porcello by (Pitzorno, 1993). 
Meaningless stories were extracted from the books containing nonsense, 
metasemantic (jabberwocky) poems and texts: Gnòsi delle fànfole by 
(Maraini, 2019) and Esercizi di Stile by (Queneau, 1947/1983). Note that 
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syntactic information is preserved in jabberwocky stories, whereas 
semantic information is absent or significantly reduced.  

Target stories were narrated by a trained Italian actress. We 
registered stories in a soundproof booth, using a video camera with an 
external condenser microphone (Olympus ME51S) at sampling 
frequency of 48000 kHz. To create stimuli for our EEG experiment, we 
extracted the audio material from the recorded files and edited them in 
Audacity® software (version 2.3.0, https://www.audacityteam.org/) 
and with a custom code using Signal Processing toolbox incorporated in 
MATLAB (version R2018b, Natick, Massachusetts: The MathWorks Inc.). 
Specifically, we: (i) inspected raw audio files for pronunciation errors 
and long breaths, consequently removing them, (ii) downsampled audio 
to 44100 Hz, set to 16-bit  and converted from Stereo to Mono, (iii) 
truncated long pauses and silent periods exceeding 0.5 ms to 0.5 s, (iv) 
trimmed resulting files to the same length (~ 15 min),  (v) identified the 
noise floor of the frequencies comprising the noise via “Get Noise 
Profile” feature and subsequently removed low-amplitude background 
noise with the Noise Reduction built-in feature based on an algorithm 
using Fourier analysis, (vi) normalized resulting files to the same 
common root-mean-square (RMS) value to ensure no variation of 
loudness across stories. Natural variations of loudness within each story 
were preserved. 

We combined the target stories with a five-talker babble to construct 
stimuli in which the target story was embedded in the noise. Here, we 
used the babble noise, which is a non-stationary noise that works well 
both as an energetic and informational masker, efficiently reducing 
intelligibility and speech quality (Brungart, 2001; Xianhui Wang & Xu, 
2021). The babble noise was a mixture of five different voices (2 females, 
3 males, all native Italian speakers). Every speaker was recorded in the 
soundproof booth, reading several non-related extracts from the fiction 
book La Strada by (McCarthy, 2006/2014). These individual recordings 
were registered and edited with the similar routine described above for 
the target stimuli. Then, individual recordings were superimposed, 
resulting in multi-talker babble. Finally, the initial 500 ms of the multi-
talker babble got discarded to eliminate a part that did not contain all 
five talkers.  
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The first 5 s of the resulting multi-talker babble were set to 
zero/"muted," followed by 5 s of fade-in to make it easier for the 
participants to identify and track the target stories in the multi-talker 
babble noise. Then, with custom MATLAB scripts, we normalized the 
target stories and the babble to a common RMS value to make sure there 
would be no story or any of its segments standing out from the noise, 
and then superimposed the stories and the babble at two SNR levels 
(SNR1 = +3.52 dB, – for both meaningful and meaningless stories, and 
SNR2 = +1.74 dB, – for meaningful story only; see Supplementary 
Material for details). As the last step, we normalized all the resulting 
audio files for all conditions once again to a common RMS value to 
achieve equal loudness across the stimuli and consequently verified each 
file's spectrogram in Audacity. 

Altogether, we constructed stimuli to generate four experimental 
conditions: 1) Speech-in-Quiet, with speech without noise, 2) Speech-in-
Noise at SNR1, 3) Speech-in-Noise at SNR2, and 4) Jabberwocky-in-
Noise at SNR1 (see Figure 4.1A). Each experimental condition contained 
a particular story divided in three parts of around 5 min, therefore the 
total duration of continuous speech stimuli to per condition was 
approximately 15 min. 
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Figure 4.1: Stimuli, Behavioral Responses, and Analysis Approach. (A) Stimuli 
consisted of continuous (i) meaningful (Speech) and (ii) meaningless 
(Jabberwocky) stories presented either in quiet (Quiet) or as embedded in the 
multi-talker babble noise at a different signal-to-noise ratio (SNR1; SNR2). The 
babble noise was a mixture of five voices (2 females, 3 males) reading extracts 
from a book. The acoustic envelopes were extracted for further analysis through 
the Hilbert transform and filtering in the range between 2 and 8 Hz. (B) Power 
spectra density estimates of normalized acoustic envelopes were obtained using 
Welch's method with a 10 s Hamming window and half-overlap. Bold lines 
indicate average across trials, shaded areas indicate standard error of the mean. 
(C) Behavioral Responses represented by correct responses (Top) and 
intelligibility rates (Bottom). Barplots display mean ± SE across participants. 
Asterisks indicate statistically significant differences (***p < 0.001). (D) Neural 
tracking of the speech envelope was estimated using the forward encoding 
approach – Temporal Response Function (TRF). Ridge regression-based linear 
models (TRFs) were fitted to participants' neural data, obtained during active 
listening, to predict EEG response for of a given EEG channel from speech 
envelope. 

 

To test the effect of low-level acoustic (SNR) information, we compared 

neural tracking in Speech-in-Quiet condition and Speech-in-Noise at 
SNR2 condition. To test the effect of high-level linguistic (semantic) 
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information, we compared neural tracking in Speech-in-Noise at SNR1 

condition and Jabberwocky-in-Noise at SNR1 condition. 

4.2.3 Task and Experimental Procedure 

Participants performed four blocks, each consisted of one 
experimental condition. During the first block, they always listened to 
the story without background noise (i.e., Speech-in-Quiet condition). 
This was done to help the participants habituate both to the (target) 
narrator's voice and the experimental design since this condition was the 
easiest to attend. The order of the remaining three blocks was 
randomized across participants. Each of the four blocks consisted of a 
story that lasted about 15 min divided into three parts around 5 min each 
(see Supplementary Material for further details). Participants listened to 
each part of the story only once, without repetition, therefore avoiding 
the possibility of predicting the content of the story. To maintain the 
continuity of the storyline within each block, each part within each story 
followed the previous part chronologically.  

We instructed participants to attentively listen to the target story 
(narrated by the female voice and guided by the first 5 s of the audio) 
while ignoring babble noise in the background. To ensure that the 
participants were actively attending to the stimuli, at the end of each 
part, they answered three specific Yes/No questions about the part of 
the story that they just listened to (for example, "Il cane di Lucrezia è un 
San Bernardo? [Is Lucrezia's dog a Saint Bernard?]"; see Supplementary 
Material for the full list of questions). If they were not sure about the 
correct answer between the two, they had to choose the answer that 
seemed to them as the most probable. To answer, participants pressed 
corresponding buttons on the response panel with their index and 
middle fingers. At the end of each part, we asked participants to self-
report intelligibility rates of the target story on a Likert scale (where 1 = 
absolutely non-intelligible, 7 = very intelligible) and let them have a 
short break lasting around 2 min. We also ensured that none of the 
participants was familiar with or recently exposed to the target stories. 
Moreover, we informally assessed a participant's comfort, alertness, and 
motivation to continue the experiment during short and long breaks. We 
removed the blindfolding mask during the breaks between the blocks 
(every 15 min) for the participants' comfort and to avoid inducing short 
term crossmodal plasticity effects resulting from the prolonged visual 
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deprivation (Landry, Shiller, & Champoux, 2013; Lazzouni, Voss, & 
Lepore, 2012; Merabet et al., 2008). 

The experiment was controlled with E-Prime® software (version 3.0, 
W. Schneider et al., 2002). All instructions and speech stimuli were 
presented through a single front-facing loudspeaker (Bose Companion® 
series III multimedia speaker system, USA) placed in front of the 
participants with approximately 1 m distance from their head. Stimuli 
were delivered at ∼ 60 dB sound pressure level (SPL), measured at the 
participant's ear, and reported by all the participants as comfortable 
volume.  

To accurately measure the actual onset time of our stimuli, we 
administered a timing-test using Audio/Visual (AV) Device (Electrical 
Geodesics, Inc.) compatible with E-Prime software and NetStation 
system. The measured average delay in time was constant and about +5 
ms regarding the stimulus onset. 

4.2.4 EEG Recording 

Before starting the experiment, each participant received a brief 
instruction and had a short (~ 1 min) training session on how to control 
over muscular artifacts through monitoring their EEG signal displayed 
on the computer screen. Then, we applied the blindfolding mask to the 
participant, and they were reminded to keep their eyes open during the 
EEG recordings, though blinking was permitted whenever they wanted. 
Moreover, we recorded resting-state EEG data for about 2 min at the 
beginning of each experiment while the participant kept their eyes open. 
Obtained resting-state data served as calibration data to attenuate EEG 
artifacts during the preprocessing step. 

During the tasks, the participants were seated comfortably in a chair 
in a dark, soundproofed booth (BOXY, B-Beng s.r.l., Italy). The EEG 
recordings were acquired at a sampling rate of 500 Hz using NetStation5 
software together with a Net Amps 400 EGI amplifier connected to 64 
electrodes HydroCel Geodesic Sensor Net (Electrical Geodesics, Inc.), all 
signals referenced to vertex (additional channel E65/Cz). For data 
visualization purposes only, the data were band-pass filtered online 
using the digital filter from 1.0 to 100 Hz, and online digital anti-alias 
filter aligning EEG recordings with real-time events was kept on. 
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Electrode impedances were kept below 50 kΩ and were checked 
between the blocks (when the blindfolding mask was reapplied).  

Participants were encouraged to take a break after each block and get 
enough rest before continuing. They also were reminded about the 
importance of staying attentive, keeping eyes open while blindfolded 
and avoiding excessive movements during the EEG recordings. 

4.2.5 EEG Preprocessing 

We preprocessed continuous EEG raw data offline using custom 
MATLAB (version R2018b, Mathworks Inc., Natick, MA) scripts 
together with EEGLAB toolbox (version 14.1.2b, Delorme & Makeig, 
2004) for MATLAB. 

First, the EEG data were submitted to cleaning with Artifact Subspace 
Reconstruction (ASR) - an automated artifact attenuation algorithm 
(clean_rawdata plug-in, version 2.1) available in EEGLAB toolbox. We 
applied the default flatline criterion of 5 s, together with default 
transition band parameters [0.25, 0.75]. ASR algorithm was chosen due 
to its objective and reproducible evaluation of artifactual components in 
EEG data. ASR is based on Principal Component Analysis (PCA) sliding 
window and effectively attenuates high-variance signal components in 
the EEG data (including eye blinks, eye movements, and motion 
artifacts). Specifically, first, the algorithm automatically identifies the 
most artifact-free part of the data (here, the resting-state data) to use it as 
the calibration data to compute the statistics. Next, a 500 ms PCA sliding 
window with 50% overlap is applied across all the channels to identify 
"bad" principal components. Then, the algorithm identifies the 
subspaces in which the signal exceeds 5 standard deviations away from 
the calibration data as corrupted and rejects them. Finally, it reconstructs 
the high variance subspaces using a mixing matrix calculated based on 
the calibration data. 

The artifact attenuated EEG data were preprocessed as follows: (i) re-
referenced from E65/Cz electrode to a common average reference, (ii) 
band-pass filtered from 0.1 to 40 Hz (low-pass: FIR filter, filter order: 100, 
window type: Hann; high-pass: FIR filter, filter order: 500, window type: 
Hann), (iii) downsampled to 250 Hz, (iv) epoched according to the onset 
of acoustic stimuli (related to each part of the story), adjusting to 
measured +5 ms onset delay in time and discarding the first 5 s of target-
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speech alone and 5 s of fade-in for the babble noise, (v) band-pass filtered 
between 2 and 8 Hz (filter type and parameters the same as described 
above), (vi) downsampled to 64 Hz, (vii) EEG data corresponding to each 
of the three (~ 5 min) parts of the story were concatenated, (viii) and 
segmented into 1 min long trials, resulting in 12 trials per block per 
subject (N = 12). The preprocessed EEG data for each trial were z-scored 
to optimize cross-validation procedure during encoding (Crosse et al., 
2016). 

4.2.6 Extraction of Acoustic Envelope 

First, audio files containing relevant parts of the target stories were 
concatenated and segmented into corresponding 1 min long trials, 
resulting in 12 trials per speech envelope per subject (N = 12) (see Figure 
4.1B). Next, the acoustic envelope per each trial was obtained taking the 
absolute value of the Hilbert transform of the original target stories (i.e., 
without babble noise) followed by a low-pass filtering using a 3rd-order 
Butterworth filter with a cut-off frequency of 8 Hz (filtfilt function in 
MATLAB) and downsampling the resulting signal to 64 Hz, so to be 
matched with the EEG data (e.g., Mirkovic et al., 2015; J. A. O’Sullivan et 
al., 2015). Finally, the resultant extracted envelopes were normalized by 
dividing by maximum value.  

4.2.7 Estimation of TRF 

We modeled where and how the neural response to the speech 
envelope of the target stories is encoded in the brain, using a linear 
prediction approach known as temporal response function (TRF) (see 
Figure 4.1D). The TRF approach, incorporated in mTRF toolbox (Crosse 
et al., 2016), allows to predict previously unseen EEG response from the 
stimulus and has been used to model the neural tracking of acoustic and 
linguistic properties of naturalistic continuous speech (Drennan & Lalor, 
2019; Obleser & Kayser, 2019). 

The TRF is a mathematical function that is based on the ridge 
regression and could be described as follows: 

𝑟(𝑡, 𝑛) =∑𝑤(𝜏, 𝑛)𝑠

𝜏

(𝑡 − 𝜏) + 𝜀(𝑡, 𝑛), 

where 𝑡 = 0, 1, … T is time, 𝑟(𝑡, 𝑛) is the EEG response from an individual 
channel, 𝑠(𝑡) is the stimulus feature(s) (e.g., speech envelope), 𝜏 is the 
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range of time-lags between 𝑠 and 𝑟,  𝑤(𝜏, 𝑛) are the regression weights 
over time-lags , and 𝜀(𝑡) is a residual response at each channel not 
explained by the TRF model (Crosse et al., 2016). Specifically, TRF can be 
viewed as a filter that describes the linear relationship between a 
continuous speech stimulus and a continuous neural response for a 
specified range of time-lags related to stimulus occurrence (Crosse et al., 
2016).  

The important assumptions about the TRF include the fact that it 
reflects the same neural generators as cortical auditory evoked potentials 
(CAEPs) resulting in their comparable topographies and that it can be 
used to measure neural tracking of speech envelope (Lalor & Foxe, 2010; 
Lalor et al., 2009). We fitted separate models (TRFs) to predict response 
in each EEG channel, using time-lags from -100 to 600 ms related to 
stimulus onset, typically used to capture CAEP components. Here we 
estimated the TRF using the envelope estimated between 2 and 8 Hz as 
previously performed (Legendre, Andrillon, Koroma, & Kouider, 2019; 
Mirkovic et al., 2015; J. A. O’Sullivan et al., 2015). 

The TRF models were trained using a leave-one-out cross-validation 
procedure, keeping all but one trial for training the model to predict EEG 
response from the stimuli and using a left-out trial for testing. Thus, a 
prediction model was obtained for every single trial, and then the final 
averaging across trials, within participants and conditions was 
performed resulting in a grand average TRF model. 

4.2.8 Regularization Parameter Estimation 

Regression models are exposed to overfitting the training data, that 
is, fitting the random noise rather than true relationships between 
variables and failing to generalize to unseen data. The problem of 
overfitting needs to be accounted for before making any interpretations 
from the resulting model since it could be misleading. Ridge 
regularization prevents the model from overfitting by penalizing the 
model weights, forcing them to be smaller, towards 0, so the model could 
become better generalized. 

To control for model overfitting, we empirically identified the 
optimal regularization parameter (λ) of TRF models through leave-one-
out cross-validation procedure, using a grid of ridge values (λ = {10^−6, 
10^−5,…, 1, 10, …, 10^5, 10^6}), for time-lags from -100 to 600 ms. The 
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regularization parameter λ was determined based on the mean squared 
error (MSE) value between the actual and predicted EEG responses. The 
optimal regularization parameter was the one yielding the lowest MSE 
on the testing data (here, identified as λ = 10^3) and kept constant across 
channels, participants, and conditions allowing to generalize across 
them at the group level. 

4.2.9 Spatiotemporal Characteristics 

Forward model weights are directly physiologically interpretable 
(Haufe et al., 2014) and allow us to get an insight about which channels 
contribute most to neural tracking of the speech envelope. The resulting 
topographical plots with TRF weights obtained per each individual 
time-lag window can be interpreted similarly to CAEPs in terms of both 
amplitude and direction (Lalor, Pearlmutter, Reilly, McDarby, & Foxe, 
2006; Lalor et al., 2009). We investigated spatiotemporal characteristics 
of forward model weights by fitting the TRFs at different individual 
time-lags between the EEG response and the speech envelopes, using a 
sliding time-lag window of 45 with 30 ms overlap in a time-lag range 
from −115 to 620 ms. Finally, the estimate of forward model weights 
allowed us to directly transfer the data into source space avoiding 
further transformations (Haufe et al., 2014). 

4.2.10 Chance-level Estimation by Permutation Testing (Control) 

To assess the ability of TRF models to predict neural responses (i.e., 
neural tracking) and verify that neural tracking was well above chance, 
we computed null-distributed TRF model (Combrisson & Jerbi, 2015). 
We used a permutation-based approach with mTRFpermute function 
incorporated in mTRF-toolbox (Crosse et al., 2016, 2021). Specifically, 
this approach cross-validates models, iteratively (1000 iterations) fitting 
TRFs on randomly mismatched pairings of speech envelopes/EEG 
responses and evaluating the models on matched data. This procedure 
was done separately for each trial, participant, and condition, and then 
grand averaged to get the average "null" TRF model, which served as a 
baseline (control). 

4.2.11 Source Estimation 

Forward modeling allowed us to investigate the TRFs and better 
understand how the information about the envelope of continuous 
stimuli is encoded in the brain. Specifically, we tested how low-level 
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(SNR) acoustic and high-level linguistic (Semantic) effects are 
distributed at sensor and source levels. Furthermore, we investigated 
whether and how the visual cortex is activated for neural tracking of the 
speech envelope in blindfolded individuals when competing retinal 
input is absent. 

We performed source localization in Brainstorm software (Tadel et 
al., 2011) together with custom MATLAB scripts and the pipeline for 
EEG source estimation introduced by Stropahl and colleagues (2018; see 
also Bottari, Bednaya, Dormal, Villwock, Dzhelyova, Grin, Pietrini, 
Ricciardi, Rossion, & Roder, 2020) that we adapted to the TRF data. 
Specifically, source localization was performed using dynamical 
Statistical Parametric Mapping (dSPM, Dale et al., 2000). A Boundary 
Element Model (BEM) was computed for each participant using default 
parameters to calculate the forward solution and constrain source 
locations to the cortical surface. We used a standard electrode layout 
together with a standard anatomy template (ICBM152) for all 
participants. The model resulted in a single dipole oriented 
perpendicularly to the cortical surface for each vertex since dipole 
orientations were constrained to the cortical surface. We did not perform 
individual noise modeling since TRF has no clear nor true baseline 
period. Instead, we used an identity matrix as a noise covariance matrix, 
with the assumption of equal unit variance of noise on every sensor.  

We created visual regions of interest (ROIs) based on predefined 
scouts from the Destrieux atlas (Destrieux et al., 2010) implemented in 
FreeSurfer (Fischl, 2012) and available in Brainstorm. Visual ROIs were 
selected for the left and right hemispheres and included primary (V1; 
Calcarine sulcus) and secondary (V2, Lingual gyrus) visual cortex, 
defined as the 'S_calcarine' and the 'G_oc-tem_med-Lingual' scouts in 
the atlas, correspondingly. These visual ROIs were selected based on 
recently reported evidence of their involvement in speech processing not 
only in blind but also sighted individuals, albeit to a lower extent 
(Martinelli et al., 2020; Petro, Paton, & Muckli, 2017; Seydell-Greenwald, 
Wang, Newport, Bi, & Striem-Amit, 2021; Van Ackeren, Barbero, 
Mattioni, Bottini, & Collignon, 2018; Vetter et al., 2020; Vetter, Smith, & 
Muckli, 2014). Upon the ROIs creation, their time-series were extracted 
and submitted to the analysis.  
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4.2.12 Statistical Analysis 

Participants' behavioral responses concerning comprehension of the 
story were computed as the average correct responses (in %) across all 
three parts of the story, resulting in nine scores per participant for each 
condition. Intelligibility rates from each participant were computed 
similarly, by averaging across all three parts of the story. Statistical 
analysis of behavioral responses to assess low-level acoustic (SNR) effect 
was conducted using one-way repeated measure ANOVA. Post-hoc 
comparisons were made with two-tailed paired t-tests. Statistical 
analysis of behavioral responses to assess high-level linguistic (semantic) 
effect was performed using two-tailed paired t-tests.  

As a sanity check, we first performed comparisons between the TRFs 
of each condition with the null TRF through paired t-tests with the 
significance threshold set at p < 0.05 (one-tailed) and corrected for 
multiple comparisons with the false-discovery rate (FDR) at 0.05 
(Benjamini & Hochberg, 1995) at two electrodes selected a priori on the 
midline frontocentral (Fz) and the occipital (Oz) scalp locations, over a 
range of post-stimulus time-lags between 0 and 600 ms  

To access differences in spatiotemporal profile of averaged TRFs 
between conditions, we performed non-parametric cluster-based 
permutation tests (Maris & Oostenveld, 2007) in FieldTrip toolbox 
(Oostenveld, Fries, Maris, & Schoffelen, 2011b). A cluster was defined 
along electrodes x time-lags dimensions, with extension criteria set to at 
least two neighboring electrodes. The t-statistic for adjusted electrode x 
time-lag pairs exceeding a preset critical threshold of 5% (cluster alpha 
= 0.05) was summed, and the adjusted pairs formed the clusters. Then, 
two-tailed tests were performed at the whole brain level (across all 
electrodes and time-lags from 0 to 600 ms), using the Monte-Carlo 
method with 1000 permutations. The maximum of the summed t-
statistic in the observed data was compared with a random partition 
formed by permuting the experimental condition labels, resulting in a 
critical p-value for each cluster. In case the cluster-based p-value was less 
than 0.025 (corresponding to a critical alpha level of 0.05 for two-tailed 
testing, accounting for both positive and negative clusters), we rejected 
our null hypothesis that there were no differences between TRFs for two 
conditions. 
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Finally, cluster-based statistics on sources at the whole-brain level 
was performed in Brainstorm, across all electrodes and time-lags from 0 
to 600 ms, using Monte-Carlo method with 1000 permutations, alpha = 
0.05, two-tailed (meaning, alpha = 0.025 per each tail), cluster alpha = 
0.05, and neighboring criteria for electrodes set for 2. Analysis of visual 
ROIs time-series between conditions was performed using paired t-tests, 
with the significance threshold set at p < 0.05 (one-tailed) and correcting 
for multiple comparisons with the FDR-method at 0.05. 

 

4.3 Results 

4.3.1 Behavioral responses 

To ensure that the participants successfully understood the content 
of the target stories, they were asked to answer three Yes/No questions 
at the end of each segment (after ~ 5 min). Moreover, participants were 
asked to self-rate the intelligibility of each part of the target story from 1 
(absolutely non-intelligible) to 7 (very intelligible). 

4.3.1.1 Low-level acoustic (SNR) effect 

As expected, both comprehension scores and intelligibility rates 
gradually decreased with SNR (see Figure 4.1C). Comprehension scores, 
converted to percentage of correct responses, decreased as a function of 
noise (Speech-in-Quiet mean ± SE: 82.22 ± 3.72%; Speech-in-Noise at 
SNR1 mean ± SE: 61.48 ± 4.58%; Speech-in-Noise at SNR2 mean ± SE: 
53.33 ± 4.09%). A repeated measures ANOVA with a correction 
confirmed that listening condition significantly affected participants' 
comprehension (F(2, 28) = 16.14, p = 0.00002, Huynh-Feldt-corrected). 
Post-hoc comparisons showed that correct responses for Speech-in-
Quiet were significantly higher than for Speech-in-Noise at SNR1 (t(14) 
= 4.40, p = 0.0006) and Speech-in-Noise at SNR2 (t(14) = 5.46, p = 0.0001), 
but no significant difference emerged between Speech-in-Noise at SNR1 
and Speech-in-Noise at SNR2 (t(14) = 1.43, p = 0.17). 

Intelligibility rates were in line with comprehension scores, 
dramatically dropping from Speech-in-Quiet (rated 7 by all participants, 
and thus reaching a ceiling which prevented comparisons with other 
conditions; see Liu & Wang, 2021; Šimkovic & Träuble, 2019) to Speech-
in-Noise at SNR1 (mean ± SE: 3.53 ± 0.22) and further significantly 
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dropping at Speech-in-Noise at SNR2 (mean ± SE: 2.40 ± 0.19; Speech-in-
Noise at SNR1 vs. Speech-in-Noise at SNR2: t(14) = 5.90, p < 0.0001).  

4.3.1.2 High-level linguistic (Semantic) effect 

We found no difference in correct responses and intelligibility rates 
between Speech-in-Noise at SNR1 and Jabberwocky-in-Noise at SNR1 
(all p-values > 0.05; correct responses, mean ± SE: Speech-in-Noise at 
SNR1: 61.48 ± 4.58%; Jabberwocky-in-Noise at SNR1: 62.22 ± 3.03%; 
intelligibility rates, mean ± SE: Speech-in-Noise at SNR1: 3.53 ± 0.22; 
Jabberwocky-in-Noise at SNR1: 3.84 ± 0.32. Results indicated that 
participants were able to equally attend target stories embedded in noise 
(SNR1), regardless of semantic information.  

4.3.2 Neural tracking  

4.3.2.1 Low-level acoustic (SNR) effect at the sensor level 

First, we examined the temporal profile of SNR effect at preselected 
representative electrodes: frontal (Fz) and occipital (Oz; see Figure 4.2A). 
The TRFs for Speech-in-Quiet and Speech-in-Noise at SNR2 significantly 
different from the null TRF (p < 0.05, one-tailed, FDR-corrected), 
suggesting that TRFs indeed reflected neural tracking of the speech 
envelope (Supplementary Figure C.1).  

To access the effect of SNR on neural tracking of the speech envelope, 
we compared the TRFs of Speech-in-Quiet and Speech-in-Noise at SNR2 
(the most challenging) conditions (see Figure 4.2). The Cluster-based 
permutation test revealed significant differences between the TRFs for 
the two conditions (p < 0.025; cluster-corrected). A positive (p = 0.002, 
corrected) and a negative (p = 0.002, corrected) clusters were identified 
at time-lags interval 150-250 ms. Other pair of positive (p = 0.001, 
corrected) and negative clusters (p = 0.002, corrected) were also found at 
time-lags interval 290-410 ms (see Figure 4.2C). Both effects extended 
over fronto-central and over parieto-occipital electrodes. Results showed 
that TRF to Speech-in-Noise at SNR2 was delayed and increased in 
magnitude compared to Speech-in-Quiet condition (see Figure 4.2A, B, 
C).  

4.3.2.2 Low-level acoustic (SNR) effect at the source level  

The cluster-based permutation test, performed at the whole brain 
level, contrasting TRFs for Speech-in-Quiet vs. Speech-in-Noise at SNR2, 
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revealed that SNR effect was localized at in both hemispheres (see Figure 
4.2D): a significant cluster was found in the left hemisphere (p = 0.008, 
corrected), lasting from ~ 0 to ~ 484 ms, and another one in the right 
hemisphere (p = 0.028, corrected), lasting from ~ 141 to ~ 312 ms (see 
Supplementary Figure C.2). The effect was observed mostly over 
bilateral temporal cortex and also included parts of the bilateral parietal 
cortex, insular cortex, visual cortex, and left prefrontal cortex.  

 

Figure 4.2: Low-level acoustic (SNR) effect. (A) Grand averaged temporal 
response functions (TRFs) for Speech-in-Quiet (Quiet, blue), Speech-in-Noise at 
SNR2 (SNR2, yellow), and null TRF (Control, black). TRFs displayed over time-
lags at frontal Fz and occipital Oz electrodes, marked with red on the electrode 
layout. Shaded areas represent the standard error of the mean (SE) across 
participants. Grey horizontal bars above the x-axis indicate time-lags at which 
TRFs for Speech-in-Quiet and Speech-in-Noise at SNR2 differed significantly at 
these representative electrodes (series of paired two-tailed t-tests, p < 0.05, FDR-
corrected). Grey dotted vertical lines indicate time-lags with the maximal 
difference between TRFs for Speech-in-Quiet and Speech-in-Noise at SNR2. (B) 
Topographic representations of TRFs, displayed at time-lags marked by grey 
dotted vertical lines on A. (C) The results of the cluster-based permutation test 
contrasting TRFs for Speech-in-Quiet vs. Speech-in-Noise at SNR2, displayed 
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around time-lags marked by grey dotted vertical lines on A. Significant (p < 0.05, 
corrected for two tails, p < 0.025 for each tail) positive and negative clusters 
comprised the electrodes marked in black and in red asterisks, respectively. (D) 
Differences at the source level, contrasting TRFs for Speech-in-Quiet vs. Speech-
in-Noise at SNR2 at the whole-brain level (p < 0.05, corrected for two tails). 
Lateral and medial views of the left (LH) and right (RH) hemispheres, displayed 
at the time-lag corresponding to the peak in the temporal profile (i.e., 250 ms). 
Bright yellow (positive t-values) indicates greater activation for Quiet over 
SNR2. Black contours indicate the ROIs borders (V1 and V2) in both hemispheres 
based on the Destrieux cortical atlas. (E) Activations obtained at the source space, 
in visual ROIs. Boxplots display source activation for each condition. The 
activation is averaged over the ROIs (V1 + V2) and across the 0 to 600 ms time 
window, in the left (LH) and right (RH) hemispheres, respectively. The line 

through the boxplot indicates median,  marker indicates the mean, lines 
indicate pairwise statistical comparisons (*p < 0.05, one-tailed). 

 

4.3.2.3 Visual cortex ROIs 

To test whether and how the visual cortex is taking part in neural 
tracking of speech and speech comprehension in blindfolded 
individuals, we performed source analysis on TRFs, using predefined 
ROIs in the visual cortex comprising V1 and V2. 

The contrast Speech-in-Quiet vs. Speech-in-Noise at SNR2 survived 
cluster-correction for multiple-comparisons in the left (p = 0.008, 
corrected) and right hemispheres (p = 0.028, corrected; Supplementary 
Figure C.3). Extracted time-series from V1 and V2 showed a similar 
pattern, with the magnitude of source activation for TRF in Speech-in-
Quiet being larger than for TRF in Speech-in-Noise at SNR2 at multiple 
time points (see Supplementary Figure C.3 reporting uncorrected 
results). Averaged activation across time points in combined ROIs (V1 + 
V2) was significantly larger for TRF in Speech-in-Quiet than for TRF in 
Speech-in-Noise at SNR2 in the right hemisphere (p = 0.04, one-tailed), 
but not in the left hemisphere (p = 0.08, one-tailed) (see Figure 4.2E). 
These results suggest the dampening of visual cortex activity in case of 
challenging auditory inputs. 

4.3.2.4 Higher-level linguistic (Semantic) effect at the sensor level  

At the two electrodes of interest (The TRFs for Speech-in-Noise at 
SNR1 and Jabberwocky-in-Noise at SNR1 significantly differed from the 
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null TRF (p < 0.05, one-tailed, FDR-corrected), suggesting that estimated 
TRFs indeed reflected neural tracking of the speech envelope 
(Supplementary Figure C.1).  

To access the effect of semantic information on neural tracking, we 
compared the TRFs of Speech-in-Noise at SNR1 and Jabberwocky-in-
Noise at SNR1 conditions (see Figure 4.3). Cluster-based permutation 
test on TRFs revealed statistically significant differences between two 
conditions (p < 0.025; corrected). Three pairs of positive and negative 
clusters were identified at time-lags intervals of 70 – 165 ms (positive: p 
= 0.001, corrected; negative: p = 0.01, corrected), 200 – 290 ms (positive: 
p = 0.001, corrected; negative: p = 0.001, corrected), and 310 – 430 ms 
(positive: p = 0.003, corrected; negative: p = 0.01, corrected), comprising 
fronto-central electrodes and parieto-occipital electrodes (see Figure 
4.3C). Results revealed that the TRFs of Speech-in-Noise at SNR1 was 
higher and delayed compared to the TRF of Jabberwocky-in-Noise at 
SNR1 (see Figure 4.3A, B and C). 

 

Figure 4.3: High-level (Semantic) effect. (A) Grand averaged temporal response 
functions (TRFs) for Speech-in-Noise at SNR1 (Speech, red), for Jabberwocky-in-
Noise at SNR1 (Jabberwocky, purple), and null TRF (Control, black). TRFs 
displayed over time-lags at frontal Fz and occipital Oz electrodes, marked with 
red on the electrode layout. Shaded areas represent the standard error of the 
mean (SE) across participants. Grey horizontal bars above the x-axis indicate 
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time-lags at which TRFs for Speech-in-Noise at SNR1 and Jabberwocky-in-Noise 
at SNR1 differed significantly (running paired two-tailed t-tests, p < 0.05, FDR-
corrected). Grey dotted vertical lines indicate time-lags with the maximal 
difference between TRFs for Speech-in-Noise at SNR1 and Jabberwocky-in-
Noise at SNR1. (B) Topographic representations of TRFs, displayed at time-lags 
marked by grey dotted vertical lines on A. (C) The results of the cluster-based 
permutation test contrasting TRFs for Speech-in-Noise at SNR1 and 
Jabberwocky-in-Noise at SNR1, displayed around time-lags marked by grey 
dotted vertical lines on A. Significant (p < 0.05, cluster-corrected for two tails, p 
< 0.025 each tail) positive and negative clusters comprised the electrodes marked 
in black and in red asterisks, respectively. (D) Differences at the source level, 
contrasting TRFs for Speech-in-Noise at SNR1 and Jabberwocky-in-Noise at 
SNR1 at the whole brain level (p < 0.05, cluster-corrected for two tails). Lateral 
and medial views of the left (LH) and right (RH) hemispheres, displayed at the 
time-lag corresponding to the peaks in the temporal profile. Bright yellow 
(positive t-values) indicates greater activation for Speech over Jabberwocky. 
Black contours indicate the ROIs borders (union of V1 and V2) in both 
hemispheres based on the Destrieux cortical atlas. (E) Activations obtained at the 
source space, in visual ROIs. Boxplots display source activation for each 
condition. The activation is averaged over the ROIs (V1 + V2) and across the 0 to 
600 ms time window, in the left (LH) and right (RH) hemispheres, respectively. 

The line through the boxplot indicates median, ×marker indicates the mean. 

 

4.3.2.5 Higher-level linguistic (Semantic) effect at the source level  

Cluster-based permutation test, contrasting TRFs for Speech-in-
Noise at SNR1 and Jabberwocky-in-Noise at SNR1 at the whole-brain 
level, revealed two clusters in both hemispheres: one in the left 
hemisphere (p = 0.002, corrected), extending over all time points, and 
one in the right hemisphere (p = 0.006, corrected), lasting from ~ 0 to ~ 
531 ms (see Supplementary Figure C.2), with maximum activation ~ 330 
ms (see Figure 4.3D). The effect extended primarily over the left auditory 
cortex and a large portion of bilateral fronto-parietal network at earlier 
time points and extended to the anterior temporal lobe (ATL) at later 
time points (see Supplementary Figure C.2). 

4.3.2.6 Visual cortex ROIs 

In the visual ROI the semantic effect did not survive cluster-
correction for multiple-comparisons (p > 0.05, corrected for two tails) 
and extracted time-series from ROIs did not differ between source TRFs 
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for Speech-in-Noise at SNR1 and Jabberwocky-in-Noise at SNR1 (p > 
0.05) (see Supplementary Figure C.3 and Figure 4.2E). 

 

4.4 Discussion 

We used a hierarchical model to investigate entrainment to 
continuous speech envelope in blindfolded individuals, assessing (1) the 
effects of low-level acoustic and high-level linguistic information on 
neural tracking and (2) testing how these effects are distributed at the 
source level, with the focus on the visual cortex. To address the role of 
low-level acoustic, we compared the entrainment to target stories 
presented in quiet or multi-talker babble noise. Results revealed that TRF 
was delayed and higher in magnitude at latencies between 100 and 300 
ms when SNR decreases. This finding suggests that neural tracking 
requires greater resources in case of concurrent masking noise. Next, we 
also addressed the role of high (semantic) level of speech processing on 
neural entrainment by comparing TRFs to meaningful and meaningless 
stories. Results indicated delayed and higher TRFs when semantic 
information is present. Source modeling suggested that entrainment to 
continuous speech in noise engaged spread activation networks beyond 
the auditory cortex, including linguistic and attentional networks. 
Finally, in the absence of retinal input, we found evidence that the visual 
cortex entrained to the speech envelope. However, the magnitude of 
such entrainment was degraded with concurrent background noise, 
suggesting a suppressing mechanism helping to focus auditory attention 
in challenging listening conditions.  

4.4.1 Effects of low-level acoustic (SNR) processing on neural 
tracking of speech envelope  

We demonstrated that speech envelope tracking in noise, compared 
to quiet, was characterized by larger amplitude and delayed latency of 
the TRF responses and by the reversed polarity of the TRFs topography 
distributions over fronto-central parieto-occipital electrodes (see Figure 
4.2A, B). 

The TRF time-courses were consistent with previous studies 
reporting amplitudes and latencies being affected by concurrent noise 
(Brodbeck, Jiao, Hong, & Simon, 2020; Ding & Simon, 2013; Fiedler, 
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Wöstmann, Herbst, & Obleser, 2019; Gustafson, Billings, Hornsby, & 
Key, 2019; Zendel, West, Belleville, & Peretz, 2019) as well as enhanced 
N1 and N2 amplitudes in noise compared to quiet (Papesh, Billings, & 
Baltzell, 2015). 

Increased frontal negativity around 100 ms (N1) is associated with 
attention-dependent processes in response to auditory changes (Hansen 
& Hillyard, 1980; Näätänen, 1982). The enhanced envelope tracking 
observed here for the N1-like response to speech in noise compared to 
quiet may reflect the use of more resources for the encoding of acoustic 
variations at earlier stages of speech processing when intelligibility gets 
degraded by noise (Alain, Quan, McDonald, & Van Roon, 2009; 
Näätänen & Picton, 1987; Parbery-Clark, Marmel, Bair, & Kraus, 2011).  

Additional differences were observed around the second negative 
peak, corresponding to the N2 component. For speech in noise, the TRF 
peak around this component was smaller and delayed than for speech in 
quiet. Delayed N2 response is associated with attentive speech 
processing in challenging acoustic conditions (Balkenhol, Wallhäusser-
Franke, Rotter, & Servais, 2020; Billings, Tremblay, Stecker, & Tolin, 
2009; Finke, Büchner, Ruigendijk, Meyer, & Sandmann, 2016). Again, 
differences in this time-range (between 100 and 300 ms after stimulus 
onset) possibly reflect changes in the degree of attention required to 
encode incoming stimuli effectively. Particularly, delayed TRF peak 
response may reflect participants' effort in keeping track of meaningful 
information over time in the degraded signal. Compensatory 
mechanisms may be involved in segregating speech from noise. 
Previous evidence reported stronger envelope tracking of attended 
speech with increased background noise in hearing-impaired and 
elderly individuals compared to hearing younger adults (Brodbeck, 
Presacco, Anderson, & Simon, 2018; Decruy, Vanthornhout, & Francart, 
2020; Presacco, Simon, & Anderson, 2016). Both internal (hearing loss) 
and external (background noise) factors can produce acoustic distortion, 
which can result in increased listening effort (Van Engen & Peelle, 2014) 
and enhanced envelope tracking.  

There is a debate whether envelope tracking is enhanced (Ding et al., 
2014; Ding & Simon, 2013; Fuglsang, Dau, & Hjortkjær, 2017; Presacco et 
al., 2016) or reduced (Desai et al., 2021; Ding & Simon, 2013; Kurthen et 
al., 2021; Vanthornhout, Decruy, Wouters, Simon, & Francart, 2018; L. 



90 

 

Wang, Wu, & Chen, 2020) with decreasing SNR. Our behavioral results 
showed that comprehension scores and intelligibility rates were directly 
proportional to SNR levels. Our results on TRFs also add to the findings 
that envelope tracking increases with noise and when listening becomes 
more challenging.  

4.4.2 Effects of high-level linguistic (Semantic) processing on 
neural tracking of speech envelope  

Topographical distributions of the TRFs suggest the involvement of 
distinct neural generators when semantic content is present or absent 
(see Figure 4.3B). Moreover, the temporal dynamics of TRFs for 
meaningful story was characterized by a more prominent P1 peak and 
generally delayed P1-N1-P2-N2 complex, as compared to meaningless 
story (see Figure 4.3A).  

At a relatively early processing stage (~ 100 ms), we observed 
stronger neural tracking of the speech envelope for meaningful story 
than for meaningless story over fronto-central electrodes (see Figure 
4.3A, B). This finding could seem surprising since auditory P1 is often 
associated with pre-attentive processes such as onset detection and 
sensory gating (Huotilainen et al., 1998; S. E. Miller, Graham, & Schafer, 
2021; Thoma et al., 2003; Waldo et al., 1992). Predictive models of speech 
processing provide a plausible explanation for this result. Semantic 
content generates expectations about upcoming stimuli and limits the 
degree of uncertainty about what was heard (Poeppel, Idsardi, & van 
Wassenhove, 2008), affecting early auditory encoding (Broderick et al., 
2019) and neural tracking of the speech envelope (Di Liberto et al., 2018; 
Kaufeld et al., 2020). Meaningful information may provide regularities 
in meaningful story, making it more predictable than meaningless story.  

Moreover, it is possible that envelope tracking of meaningless story 
may not be affected by the background noise as much as meaningful 
story due to the difference in the degree of informational masking. It is 
possible that meaningless, jabberwocky story could "pop-out" from the 
background multi-talker babble noise due to lower informational 
masking compared to meaningful story. Under the linguistic similarity 
hypothesis (Van Engen & Bradlow, 2007), informational masking is more 
efficient when background babble noise has more linguistic similarity 
with the target speech stream (e.g., same spoken language, known 
accent) compared to a different or unknown language, accent and 
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semantically anomalous speech (Brouwer, Van Engen, Calandruccio, & 
Bradlow, 2012; Brungart, 2001; Calandruccio, Van Engen, Dhar, & 
Bradlow, 2010; Cooke, Garcia Lecumberri, & Barker, 2008; Garcia 
Lecumberri & Cooke, 2006; Van Engen, 2010; Van Engen & Bradlow, 
2007). Therefore, it could have been easier for participants to segregate 
from the background noise meaningless story than meaningful story. 

4.4.3 Two distributed networks are engaged in envelope tracking 
of continuous speech 

Source analysis of TRFs highlighted temporal and fronto-parietal 
regions traditionally involved in speech and language comprehension 
(Hertrich, Dietrich, & Ackermann, 2020). Key regions for low-level 
acoustic effect tested here involved the bilateral temporal cortex, parts of 
the parietal, insular, and visual cortices bilaterally, and the left prefrontal 
cortex (see Figure 4.2D). Naturalistic speech stimuli are complex and 
resemble everyday listening conditions, thus leading to extended 
activations and involvement of higher-order cortical regions 
(Alexandrou et al., 2020; Hamilton & Huth, 2020). For example, narrative 
speech involves widely distributed bilateral neural activity that tracks 
hierarchically organized speech representations at multiple cortical sites 
and temporal windows (de Heer, Huth, Griffiths, Gallant, & Theunissen, 
2017; Di Liberto et al., 2015; Huth, de Heer, Griffiths, Theunissen, & 
Gallant, 2016; Lerner, Honey, Silbert, & Hasson, 2011; Poeppel, 2003; 
Puschmann, Regev, Baillet, & Zatorre, 2021). Neuroimaging studies 
reported distributed cortical activations beyond the auditory cortex 
(comprising higher-order associative brain structures and attentional 
networks) during effortful listening (see Alain, Du, Bernstein, Barten, & 
Banai, 2018 for a meta-analysis).  

Higher-level linguistic processing was assessed by contrasting 
meaningful and meaningless stories (Speech vs. Jabberwocky) and 
resulted in higher activation for meaningful story, mainly involving the 
left auditory cortex, a large portion of bilateral fronto-parietal network, 
and the left anterior temporal lobe later in time (see Figure 4.3D). Overall 
source modeling results of TRFs indicate that low-level acoustic effects 
mainly involved a bilateral temporo- parietal network, while higher-
level (semantic) effects primarily affected a left dominant fronto-
temporal network. These results support the notion that successful 
speech comprehension requires multiple extended networks beyond the 
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temporal lobe to process the acoustic signal at multiple and parallel 
hierarchical levels (Davis & Johnsrude, 2003, 2007; de Heer et al., 2017; 
Hickok & Poeppel, 2007; Peelle, 2012; Peelle, Johnsrude, & Davis, 2010) 

4.4.4 Early visual cortex's entrainment to speech envelope in 
blindfolded individuals is reduced by background noise  

We performed source analysis on the TRFs from preselected visual 
ROIs (V1 and V2) to assess whether the visual cortex contributes to 
neural envelope tracking in blindfolded individuals. While source 
estimates of EEG activity should be taken with caution, results suggested 
early visual cortex's involvement in envelope tracking, especially for 
low-level acoustic speech processing (Figure 4.3D, E). 

A recent fMRI study showed that the visual cortex of blindfolded 
individuals displayed some degree of synchrony to audio tracks from 
movies and narratives, suggesting that auditory information can reach 
the visual cortices (Loiotile, Cusack, & Bedny, 2019). Overall, numerous 
fMRI findings supported the notion that the visual cortex is functionally 
engaged in processing non-visual stimuli in sighted individuals 
(Facchini & Aglioti, 2003; Merabet et al., 2008; Poirier et al., 2006; Qin & 
Yu, 2013; Ricciardi et al., 2011; Sathian, 2005; Seydell-Greenwald et al., 
2021; Vetter et al., 2014; Zangaladze, Epstein, Grafton, & Sathian, 1999). 

Interestingly, we observed a decrease in total signal magnitude for 
speech in noise compared to speech in quiet. This difference emerged in 
particular for the right visual cortex (although a trend also existed in the 
left hemisphere; see Figure 4.2E). Hemispheric asymmetry is not 
surprising, as previous evidence already showed the right hemisphere 
dominance for several aspects of natural speech processing, especially 
for tracking of slow temporal modulations within the delta-theta range 
(Alexandrou, Saarinen, Mäkelä, Kujala, & Salmelin, 2017; Poeppel, 2003). 
More importantly, this finding aligns with the evidence that the early 
visual cortex is sensitive to acoustic SNR effects (Bishop & Miller, 2009). 

These results seem to suggest that the activity of the visual cortex 
could be modulated during continuous speech tracking. However, its 
activity gets suppressed in case the attentional network becomes more 
engaged in tracking relevant auditory information in challenging 
listening environment. Human neuroimaging studies reported 
crossmodal deactivation of the visual cortex by auditory stimuli during 
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active listening or passive stimulation (with the instructions to 
concentrate on the stimuli) and suggested that such suppression can be 
top-down modulated by attention as task demands increase (e.g., 
Hairston et al., 2008; Johnson & Zatorre, 2006; Laurienti et al., 2002). 
Several other studies found suppression effects of sound on visual 
perception. Such crossmodal suppression has been suggested to reduce 
the magnitude of the percept of a weaker or less relevant modality input 
considered as a perceptual noise (Hidaka & Ide, 2015).  

Overall, our results align with recent evidence reporting that the 
visual cortex can contribute to auditory information processing in 
sighted individuals (Brang et al., 2022; Martinelli et al., 2020; Seydell-
Greenwald et al., 2021; Vetter et al., 2014). Here, we observed that the 
visual cortex is more engaged in processing when speech signal is 
intelligible and clear (i.e., presented in quiet). Differences in mapping the 
speech envelope in the visual cortex for low-level acoustic 
representations exist and might reflect crossmodal visual cortex 
suppression. Such suppression could be top-down modulated and 
attributed to auditory attention (Cate et al., 2009), which plays an 
essential role in segregating relevant speech information in challenging 
listening conditions and congruent visual input is not available. 

It could be argued that mental imagery mechanisms may drive the 
visual cortex's response to speech. Previous studies observed an overlap 
in neural representations in the occipital areas between perception and 
visual imagery, stemming from common top-down influences (see 
Dijkstra, Bosch, & Gerven, 2019 for a review). However, V1 has been 
shown to encode auditory information regardless of imageability 
(Martinelli et al., 2020; Seydell-Greenwald et al., 2021; Vetter et al., 2020, 
2014). Thus, the role of the early visual cortex in auditory processing may 
not be merely ascribed to an imagery effect. If that was the case, when 
contrasting Speech-in-Noise and Jabberwocky-in-Noise, we could have 
observed higher visual cortex's responses in meaningful condition 
compared to meaningless one, since only the former contained visually 
imaginable information. However, no significant difference in the visual 
cortex's entrainment to the speech envelope was found between these 
conditions.  
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4.4.5 Limitations and future research perspectives  

It is important to acknowledge the challenges of EEG based source 
modeling, as spatial resolution of EEG is generally known to be 
relatively poor, making it difficult to identify exact brain sources that 
generate the neuronal activity measured on the scalp. EEG based source 
modeling majorly suffers from an ill-posed inverse problem and can also 
result in misleading activity patterns due to, for instance, low SNR, 
unrealistic head models, invalid constraints, and so on. More accurate 
EEG source localization requires digitized electrode positions and 
individual anatomical scans of participants, which can diminish source 
estimation uncertainty (Shirazi and Huang, 2019; Michel and Brunet, 
2019; Zorzos et al., 2021) but were not available in our study. Therefore, 
EEG source estimates should be interpreted with caution. However, it is 
worth noting that we used a validated pipeline for source modeling 
estimation (Stropahl et al., 2018; Bottari et al., 2020). Moreover, the same 
source modeling was performed across different conditions; thus, 
similar errors should be attributed to activations for each condition. 
While the exact location of the activity cannot be ensured with the 
present data, our results suggested that the activity of posterior cortices 
was modulated only by low-level and not high-level speech processing. 

A further limitation pertains the input data we used for the encoding. 
We modeled neural tracking of the speech signal based on a single 
feature: the speech envelope comprising specific bandwidth frequencies 
(2-8 Hz). The envelope represents slow-variate temporal modulations of 
the speech signal. It contains multiple acoustic and linguistic cues 
important for continuous speech segmentation into smaller units, and 
therefore it has been hypothesized to be crucial for speech 
comprehension (Luo & Poeppel, 2007; Shannon, Zeng, Kamath, 
Wygonski, & Ekelid, 1995; Zoefel, 2018). However, it has also been 
argued that focusing on the envelope alone might not get the complete 
picture of the neural mechanism underlying speech comprehension 
(Obleser, Herrmann, & Henry, 2012). Recent studies reported that the 
inclusion of multiple speech features, such as spectrogram, phonemes, 
and phonetic features in the model sometimes result in a better model 
performance represented by a more robust neural tracking response 
(e.g., Brodbeck, Hong, et al., 2018; Di Liberto et al., 2015, 2018; 
Lesenfants, Vanthornhout, Verschueren, Decruy, & Francart, 2019). 
Future research may include multiple speech features to build a 
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multivariate model to assess neural speech tracking in the brain and how 
the visual cortex maps speech information when visual input is absent. 

4.4.6 Conclusion  

Overall, our results indicate low-level acoustic and high-level 
linguistic processes affecting envelope tracking of continuous speech. 
Envelope tracking may play a role in supporting active listening in 
challenging conditions and is enhanced when SNR decreases, and when 
segregation of target speech from the background noise becomes more 
difficult (i.e., due to linguistic similarity). Tracking speech signal 
embedded in noise requires spread networks of activation, including 
linguistic and attentional regions beyond the auditory cortex. In the 
absence of retinal input, the visual cortex might entrain to the speech 
envelope, however, the functional role of such activity remains to be 
ascertained. The magnitude of such entrainment is degraded by 
concurrent noise, suggesting a suppressing mechanism aimed at 
focusing resources within the auditory attention network in case of 
challenging listening conditions. Conversely, no clear impact of 
semantic content was found in the visual cortex, suggesting that the 
magnitude of such entrainment is more affected by low-level speech 
features.  
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Chapter 5  

Conclusion 

The findings reported in this dissertation expand the existing 
knowledge on the functional interplay between visual and auditory 
systems and on the neurophysiological mechanisms of experience-
dependent plasticity in the human brain. Separate EEG studies were 
performed, considering modality (auditory/visual), hierarchy of the 
brain functional organization (low-level/high-level), and sensory 
deprivation (deprived/non-deprived cortices). We tested early sensory-
deprived and neurotypical individuals, implementing different 
experimental paradigms together with various methods of the EEG data 
analysis. Therefore, several novel research questions were answered.  

Theoretical implications. In the first study (Chapter 2), we provide 
the first-time evidence in humans that the absence of auditory 
experience selectively alters induced oscillatory activity during low-
level visual processing. While the effect of early deafness on induced 
oscillatory activity in humans had not been previously reported, 
evidence in this direction emerged in studies employing congenitally 
deaf cats (Yusuf, Hubka, Tillein, & Kral, 2017). Our findings extend to 
humans and beyond the auditory cortices (specifically, to visual cortices) 
the common observation coming from animal models of auditory 
deprivation (Berger et al., 2017; Kral & Sharma, 2012; Yusuf et al., 2017; 
see Kral et al., 2019 for a review) that changes in sensory processing may 
reflect altered feedback processes rather than feedforward processes.  

In the second study (Chapter 3), using EEG frequency-tagging 
approach, we were able to decompose which of the low- and high-level 
face processes are experience-dependent and whether these distinct face 
processing functions encounter distinct neural adaptations to altered 
sensory experience. Our findings suggest that the experience 
dependence of compensatory changes (both intramodal and 
crossmodal) may vary with different aspects of the face processing 
system in congenitally deaf signers. Our study is in agreement with and 
expands previous fMRI studies reporting divergent neural correlates of 
face processing in deaf signers compared to hearing non-signers (Benetti 
et al., 2017; McCullough, Emmorey, & Sereno, 2005). 
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In sum, Chapters 2 and 3 provide compelling evidence for selective 
experience-dependent functional changes in congenital and early deaf 
individuals associated with low-level and high-level visual processing. 
Furthermore, these chapters add novel insights into the corresponding 
neural mechanisms that may underlie specific superior visual processing 
in deafness. 

The third study (Chapter 4) investigated to what extent the visual 
cortex plays a role in neural speech tracking in case of typical 
development. The results demonstrate both low- and high-level effects 
on the entrainment to the envelope of continuous speech signal 
embedded in multi-talker babble noise. Moreover, the results show that 
such entrainment requires broad networks of activation, including 
linguistic and attentional regions beyond the auditory cortex. Our 
findings suggest that entrainment to speech envelope may play a role in 
supporting active listening in babble noise when SNR degrades and 
segregation of target speech from the concurrent noise becomes more 
difficult due to linguistic similarity. Furthermore, Chapter 4 provides 
important evidence of a functional role of the visual cortex in the 
entrainment to the envelope of continuous speech and suggests a 
crossmodal suppression mechanism of the early visual cortex in 
challenging listening conditions when visual input is absent. 

Thus, the research contribution of Chapter 4 is two-fold. First, it 
provides novel knowledge on the envelope tracking of continuous 
naturalistic speech without visual input, revealing the effects of low-
level acoustic and high-level linguistic processes and how these effects 
are distributed at the source level. Second, it adds to the evidence coming 
from fMRI studies that the early visual cortex is actively engaged in 
speech processing, encoding temporal modulations of incoming sounds 
(i.e., envelope) in the absence of retinal input (Martinelli et al., 2020; 
Vetter et al., 2014). Chapter 4 extends these previous findings to 
continuous naturalistic speech processing and suggests neural 
mechanisms underlying such crossmodal effects. 

Theoretical implications outlined above provide new insights into 
how the brain functions in general and on the brain's potential to adapt 
to sensory deprivation. Furthermore, the results reported here have 
translational implications. 
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Translational implications. We believe that our results may 
contribute to the development of effective sensory restoration and 
rehabilitation strategies for typically and non-typically developing 
individuals (Collignon, Champoux, Voss, & Lepore, 2011; Heimler, 
Weisz, & Collignon, 2014; Heimler & Amedi, 2020; Merabet & Pascual-
Leone, 2010). Specifically, our results may inform the development of 
new generation tools for sensory restoration and rehabilitation that 
include visual-to-auditory sensory substitution devices (SSDs) for the 
blind, retinal implants for visually impaired individuals, mobile hearing 
enhancement devices (so-called hearables) for the deaf, as well as 
assisting listening devices (ALDs) for hearing aid (HA) and cochlear 
implant (CI) users.  

It is also worth acknowledging some principal limitations. 

Limitations. In the first study (Chapter 2), while we showed selective 
experience-dependent modulations of induced frontal theta activity 
during repeated visual stimuli processing in early deaf individuals (RS-
theta effect), we were not able to completely disentangle low-level 
sensory processing (i.e., stimulus-specific physical properties) and 
higher-level cognitive processing (i.e., cognitive control of stimuli 
repetitions) that could both play a role in such effects.  

The second study (Chapter 3) demonstrated increased left 
hemisphere involvement for face processing in congenitally deaf native 
signers. However, a caveat of this study is that we did not test an 
additional group of hearing native signers. Therefore, we could not 
entirely disentangle the effects caused by deafness and those by early 
sign language exposure.  

The main limitation of the third study (Chapter 4) is that we modeled 
neural tracking of the speech signal using only a single feature, envelope, 
comprising frequencies in a specific range (2-8 Hz). Recent evidence 
suggests that the inclusion of multiple speech features carrying both 
acoustic and linguistic information (spectrogram, phonemes, phonetic 
features, word onsets) into the model may result in better model 
performance, thus, in a more robust neural tracking (e.g., Brodbeck, 
Hong, et al., 2018; Di Liberto et al., 2015; Lesenfants et al., 2019; Di Liberto 
et al., 2018).  

The role of visual imagery also cannot be completely ruled out in our 
study (Chapter 4). It could be argued that visual mental imagery 
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mechanisms may drive the responses to speech in the visual cortex, since 
there is an overlap in neural representations in the occipital areas 
between perception and visual imagery (see Dijkstra et al., 2019 for a 
review). However, if that were the case, we could have observed a 
stronger response in V1-V2 for the meaningful condition (Speech-in-
Noise) compared to the meaningless one (Jabberwocky-in-Noise), as 
only the former contained visually imaginable information. 

Futures directions. The present dissertation outlines several 
directions for future research. 

First, future works should address the main limitations of the studies 
described in Chapters 2-4. For example, for Chapter 2, future studies 
should explore how sensory and cognitive processes affect repetition 
suppression and its neural correlates in the deaf. For Chapter 3, future 
studies should include a group of hearing native signers to address the 
specific impact of facial expressions, used in a sign language at all levels 
of linguistic structure (Elliott & Jacobs, 2013), on the neural 
representation of face processing. For Chapter 4, it would be worth 
building a multivariate model (by including multiple speech features) to 
assess neural speech tracking in the brain and how the visual cortex 
maps speech information when visual input is absent.  

Second, future research may also look at envelope tracking below 2 
Hz or analyze envelope tracking in the delta and theta bands separately. 
Speech envelope tracking in the theta band has been argued to primarily 
reflect acoustic properties, capturing events mainly at the scale of 
syllables, whereas tracking in the delta band has been argued to reflect 
prosodic information and linguistic representations, capturing events at 
the scale of phrases and sentences (Ding & Simon, 2014; Ghitza, Giraud, 
& Poeppel, 2013; Giraud & Poeppel, 2012; Kösem & van Wassenhove, 
2017). Furthermore, recent MEG findings suggest that envelope tracking 
in delta-band, but not in theta-band, could be speech-specific (Molinaro 
& Lizarazu, 2018). To date, an increasing number of studies have 
attempted to disambiguate the contributions of delta-band tracking and 
theta-band tracking to speech processing (e.g., Bröhl & Kayser, 2021; 
Ding et al., 2014; Etard & Reichenbach, 2019; Keshavarzi, Kegler, Kadir, 
& Reichenbach, 2020; Mai, Minett, & Wang, 2016; Molinaro & Lizarazu, 
2018), however specific functional roles of theta- and delta- entrainment 
in speech perception and comprehension remain widely debated. 
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Another direction for further research lies in extending the findings 
reported in the third study (Chapter 4) to blind individuals. We used the 
blindfolded (for the short periods) brain of sighted individuals as a 
model to investigate mechanisms of neural speech tracking without 
interfering visual input. Testing blind participants using continuous 
naturalistic speech stimuli would further augment understanding the 
role of lifelong visual experience in functional specialization of the early 
visual cortex. That is, why and how the early visual cortex is involved in 
speech processing in the sighted and blind, and whether there are any 
shared mechanisms.  

Altogether, the dissertation investigates the functional interplay 
between visual and auditory systems and its degree of experience-
dependent plasticity. The data reported here add to the current 
knowledge on the role of early sensory experience in shaping the human 
brain and provide new insights into understanding which 
neurophysiological mechanisms may guide experience-dependent 
plasticity. The results demonstrate the impact of the permanent lack of 
early auditory experience, along with a sign language exposure, on 
shaping (via intra- and crossmodal plasticity) the brain organization at 
various hierarchical levels of visual processing (Chapters 2 and 3). The 
results also support the idea that some crossmodal responses in the brain 
(i.e., responses in the early visual cortex to speech) are nonspecific to 
sensory loss, emerging even in case of typical development and 
indicating a functional role of the early visual cortex in continuous 
naturalistic speech processing (Chapter 4). This work demonstrates the 
utility of various experimental paradigms and methods of analysis of the 
EEG data, including time-frequency analysis, frequency-tagging 
approach, and temporal-response function estimation (or forward 
modeling) to study low- and high-level interdependencies between 
visual and auditory systems and experience-dependent plasticity in both 
sensory-typical and lifelong sensory-deprived populations. 
Furthermore, we believe that our results may also contribute to the 
development of new generation sensory restoration tools and 
rehabilitation strategies for typically and non-typically developing 
individuals. 
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Appendix A  

Supplementary Material for Chapter 2 

 

Figure A.1: Repetition Suppression (RS; Evoked Activity) in early deaf 
individuals and hearing controls. (A) Relative changes of evoked spectral power 
for each stimulus (S2, S3) and across stimulus repetition (S2-S3) as a function of 
time and frequency, for the early deaf individuals (ED) and hearing controls 
(HC); time-frequency plots display data averaged across posterior electrodes 
(Pz-P7-P3-PO3-O1-P8-P4-PO4-O2). (B) Relative changes of evoked power in the 
theta [4-7 Hz] and alpha [8-12 Hz] range upon stimulus repetition (S2-S3), 
displayed for each group and averaged across posterior electrodes (Pz-P7-P3-
PO3-O1-P8-P4-PO4-O2); shaded areas represent the standard error of the mean. 
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Figure A.2: Novelty Detection (ND; Evoked Activity) in early deaf individuals 
and hearing controls. (A) Relative changes of evoked spectral power in response 
to a novel stimulus (Deviant) as a function of time and frequency, in early deaf 
(ED) and hearing controls (HC); time-frequency plots display data averaged 
across posterior electrodes (Pz-P7-P3-PO3-O1-P8-P4-PO4-O2). (B) Relative 
changes of evoked power in the theta [4-7 Hz] and alpha [8-12 Hz] range for a 
novel stimulus (Deviant), displayed for each group and averaged across 
posterior electrodes (Pz-P7-P3-PO3-O1-P8-P4-PO4-O2); shaded areas represent 
the standard error of the mean.  
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Appendix B  

Supplementary Material for Chapter 3 

 

Figure B.1: Electrode cap montage and electrodes of interest. (A) Blue and violet 
circles highlight the posterior electrodes which were used for statistical analysis 
for all experiments (P7-8, PO7-8, P9-10, PO9-10). These electrodes captured the 
highest baseline-corrected amplitudes in each experiment. (B) An additional 
cluster of interest (red ellipse) including midline vertex electrodes used for 
statistical analysis to assess possible cross-modal responses in each experiment. 
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Figure B.2: Auditory ROI. Top: Location of the Auditory ROI in the folded brain. 
Bottom enlarged view of the Auditory ROI on the unfolded brain. The three-
colour coding depict three small regions which were combined to get a close 
approximation to Brodmann areas 41 and 42 (Destrieux: G_temp_sup-
G_T_transv, S_temporal_transverse and G_temp_sup-Plan_tempo).  
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Harmonic (N) Frequency (Hz) Periodic (z-scores) 

1 1.2 17.61 

2 2.4 44.97 

3 3.6 28.34 

4 4.8 30.78 

6 7.2 25.73 

7 8.4 31.42 

8 9.6 15.46 

9 10.8 11.92 

11 13.2 11.51 

12 14.4 8.22 

13 15.6 5.156 

14 16.8 3.77 

16 19.2 2.50 

17 20.4 2.41 

Table B.1: Face-Object Categorization experiment. Consecutively significant 
harmonics at the oddball frequency 1.2 Hz (averaged across groups and all 
channels). Only consecutive harmonics with z-scores > 1.64 (p < 0.05) are 
reported. 
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Harmonic (N) Frequency (Hz) Periodic (z-scores) 

1 1.2 3.64 

2 2.4 12.85 

3 3.6 20.51 

4 4.8 20.31 

6 7.2 21.53 

7 8.4 9.54 

8 9.6 6.55 

9 10.8 3.41 

11 13.2 2.98 

12 14.4 10.60 

13 15.6 4.37 

14 16.8 4.27 

16 19.2 3.09 

17 20.4 3.40 

18 21.6 3.63 

19 22.8 2.02 

21 25.2 2.07 

22 26.4 2.88 

Table B.2: Emotional Facial Expression Discrimination experiment. 
Consecutively significant harmonics of the oddball frequency 1.2 Hz (averaged 
across groups, emotions, condition, and all channels). Only consecutive 
harmonics with z-scores > 1.64 (p < 0.05) are shown here.  
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Harmonic (N) Frequency (Hz) Periodic (z-scores) 

1 1.2 6.52 

2 2.4 13.51 

3 3.6 20.75 

4 4.8 16.81 

6 7.2 7.44 

7 8.4 2.49 

Table B.3: Individual Face Discrimination experiment. Consecutively significant 
harmonics at the oddball frequency 1.2 Hz (averaged across groups, condition, 
and all channels). Only consecutive harmonics with z-scores > 1.64 (p < 0.05) are 
reported. 

 

B.1 Time-course of EEG data for each experiment 

 

Figure B.3: Time-course of the grand averaged data at the posterior electrodes 
PO9 and PO10 for the Face-Object categorization experiment. Averages across 
segments between 0 and 5.6 s are displayed. Each 5.6 s segment included 6 
repetitions of the AAAAB sequence. Yellow dots highlight the response to faces. 
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Figure B.4: Time-course of the grand averaged data for the upright condition, at 
the posterior electrodes PO7 and PO8 for the Emotional Facial Expression 
Discrimination experiment. Data across emotional facial expressions were 
collapsed. Averages across segments between 0 and 5.6 s are displayed. Each 5.6 
s comprised 6 repetitions of the AAAAB sequence. Yellow dots highlight the 
response to emotional expressive faces. 
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Figure B.5: Time-course of the grand averaged data for the upright condition at 
the posterior electrodes P9 and P10 for the Individual Face Discrimination 
experiment. Averages across segments between 0 and 5.6 s are displayed. Each 
5.6 s included 6 repetitions of the AAAAB sequence. Yellow dots highlight the 
response to new face identities.  

 

Statistical analyses in the frequency domain performed using a more 
conservative threshold of z-scores > 3.29 (corresponding to a p < 0.001, 
two-tailed) for the identification of significant harmonics.  

In the FO experiment (experiment 1), 12 consecutive harmonics (i.e., 
1.2 Hz to 16.8 Hz) were significant. In the EM experiment (experiment 2) 
8 consecutive harmonics (i.e., 1.2 Hz to 10.8 Hz) were significant. The 
summed oddball response across emotional facial-expressions was 
calculated by averaging the summed oddball response calculated at the 
level of single Emotional Facial-Expressions in each group. Finally, for 
in the ID experiment, the significant summed oddball response was 
composed by the average first 5 harmonics (i.e., 1.2 Hz to 7.2 Hz). 

B.1.1 Face-selective response 

An ANOVA with Hemisphere (left and right) as within-participants 
factors and Group (CD and HC) as between-participants factor revealed 
a different pattern of lateralization of the response for the CD and HC 
groups. The interaction between the factors Hemisphere and Group was 
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significant (F(1,22) = 4.3, p < 0.05, ηp
2 = 0.16). Post-hoc pairwise 

comparisons did not reveal a greater response in the left hemisphere for 
the CD group as compared to the HC group, nor a greater response in 
the right hemisphere for the HC group as compared to the CD group (all 
p-values > 0.6, corrected). Moreover, post-hoc pairwise comparisons did 
not reveal a greater response in the left hemisphere vs. the right 
hemisphere for the CD group, nor a greater response in the right 
hemisphere as compared to the left hemisphere for the HC group (all p-
values > 0.1, corrected). No between Group differences emerged at the 
vertex (see Methods section; p > 0.7). All results confirm the finding 
using a less conservative threshold (z-score > 1.64, corresponding to a p 
< 0.05, one-tailed). 

B.1.2 Response to facial expression change  

The mixed-design ANOVA with Condition (upright and inverted) 
and Hemisphere (left and right) as within-participants factors, and 
Group (CD and HC) did not reveal significant effects neither for 
Hemisphere and Group interaction nor for the Hemisphere, Condition 
and Group interaction (all p-values > 0.1). Planned pairwise 
comparisons revealed that the HC group had a bilateral response for 
both upright and inverted conditions (left vs. right hemisphere 
comparison for upright: F(1,22) = 0.16, p > 0.9, ηp

2 = 0.01, corrected; 
inverted: F(1,22) = 0.16, p > 0.6, ηp

2 = 0.01, corrected). Conversely, a 
tendency toward a left hemispheric dominance was found in the CD 
group selectively for the upright conditions (left vs. right hemisphere 
comparison for upright: F(1,22) = 4.2, p = 0.05, ηp

2 = 0.16, corrected; 
inverted: F(1,22) = 0.17, p > 0.6, ηp

2 = 0.01, corrected).  Finally, no 
significant interaction between the factors Condition and Group 
emerged at the vertex (all p-values > 0.7). All results confirm the finding 
using a less conservative threshold (z-score > 1.64, corresponding to a p 
< 0.05, one-tailed). 

B.1.3 Identity discrimination response  

The mixed ANOVA with Condition (upright and inverted), 
Hemisphere (left and right) as within-participants factors, and Group 
(CD and HC) as between-participants factor did not reveal significant 
pre-selected interactions involving the factors Hemisphere and Group 
(all, ps>0.5). Planned pairwise comparisons revealed that for both the 
HC group (HC left vs. right hemisphere, upright: F(1,22) = 1.4, p > 0.2, 



111 

 

ηp
2 = 0.06, corrected; inverted: F(1,22) = 2.7, p > 0.1, ηp

2 = 0.11; corrected) 
and the CD group (CD left vs. right hemisphere, upright: F(1,22) = 0.3, p 
> 0.6, ηp

2 = 0.01, corrected, inverted: F(1,22) = 1.8, p > 0.1, ηp
2 = 0.08, 

corrected) the response in the left and right hemispheres did not differ. 
Conversely, a significant interaction between the factors Condition and 
Group emerged at the vertex (F(1,22) = 4.9, p < 0.04, ηp

2 = 0.18). Post-hoc 
pairwise comparisons showed that both groups had a greater response 
for the upright as compared to inverted Condition (p < 0.001, corrected). 
Moreover, post-hoc pairwise comparisons did not reveal a between 
group effect neither for the upright nor for the inverted Condition (all p-
values > 0.1, corrected). All results confirm the finding using a less 
conservative threshold (z-score > 1.64, corresponding to a p < 0.05, one-
tailed). 

 

B.2 Source analysis, within group results 

B.2.1 Face-Object Categorization experiment 

FO experiment (faces vs. objects). We compared in the Auditory 
ROIs, separately for each hemisphere, the source estimates in response 
to faces and to objects within the 200-300 ms time window. Two-sided t-
tests for dependent samples were performed at each time-point within 
pre-selected time windows. False discovery rate (FDR; Genovese et al., 
2002) was used to correct for multiple comparisons. FDR bound (q-
value) was set at 0.05. 
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Figure B.6: Source analysis performed in the time domain for the Face-Object 
categorization experiment. Activity is shown in response to faces and objects. 
From left to right: time course of activity measured for each group at left and 
right Auditory ROIs. Top CD group, bottom HC group. Grey boxes highlight 
significant within-group differences within the 200-300 ms time window 
between the activity in response to Faces and Objects.  

 

B.2.2 Individual Face Discrimination experiment 

ID experiment (faces vs. objects): We compared in the Auditory ROIs, 
separately for each hemisphere, the source estimates in response to same 
and different face identities within the 300-400 ms time window. Two-
sided t-tests for dependent samples were performed at each time-point 
within pre-selected time windows. False discovery rate (FDR; Genovese 
et al., 2002) was used to correct for multiple comparisons. FDR bound (q-
value) was set at 0.05.  
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Figure B 7: Source analysis performed in the time domain for the Individual Face 
Discrimination experiment. Activity is shown in response to same and different 
face identities. From left to right: time course of activity measured for each group 
at left and right Auditory ROIs. Top CD group, bottom HC group. Grey boxes 
highlight significant (FDR-corrected) within-group differences within the 300-
400 ms time window for the activity in response to same and different face 
identities.  
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Appendix C  

Supplementary Material for Chapter 4 

C.1 Questionnaire 

Speech-in-Quiet Condition 

Part 1 (First 5 minutes) 

1) Polissena ha 13 anni? (NO) 

2) Polissena faceva lezioni di Storia? (YES) 

3) La zia di Polissena puzzava di tabacco? (YES) 

Part 2 (Second 5 minutes) 

1) I nastri delle scarpette di Polissena sono di seta? (YES) 

2) Serafina è figlia di un dentista? (NO) 

3) Polissena aveva il naso come quello della madre? (NO) 

Part 3 (Third 5 minutes) 

1) Agnese era in salotto? (NO) 

2) Polissena aspettava fuori dal cancello? (NO) 

3) Serafina ha 12 anni? (YES) 

Speech-in-Noise at SNR 1 Condition 

Part 1 (First 5 minutes) 

1) Suor Zelinda porta a Polissena una tazza di tè fumante? (NO) 

2) Polissena udì il suono di un tamburello? (YES) 

3) Il cane di Lucrezia è un San Bernardo? (YES) 

Part 2 (Second 5 minutes) 

1) Il vecchio Giraldi è morto cadendo da un palazzo? (NO) 

2) Tra gli animali di Lucrezia c’è anche un’oca? (YES) 

3) I genitori di Lucrezia sono morti di peste? (YES) 
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Part 3 (Third 5 minutes) 

1) Polissena aveva già stretto amicizia con Lucrezia? (NO) 

2) Lucrezia affida il porcello allo scimpanzé? (YES) 

3) Nello scrigno c’era un pesciolino di cristallo? (NO) 

Speech-in-Noise at SNR 2 Condition 

Part 1 (First 5 minutes) 

1) A Cepaluna c’era una fontana? (YES) 

2) L’unico edificio rimasto intatto a Paludis era la scuola? (NO) 

3) La famiglia di Lucrezia si chiamava Ramusio? (YES) 

Part 2 (Second 5 minutes) 

1) Uno dei nomi di Lucrezia è Maria? (YES) 

2) Lo sguardo del padre di Lucrezia era ironico? (YES) 

3) La madre di Lucrezia era mora? (NO) 

Part 3 (Third 5 minutes) 

1) Dopo sei giorni di cammino, le ragazze raggiungono un’osteria? (NO) 

2) Lucrezia era spaventata dai briganti? (NO) 

3) Polissena veniva chiamata “Ludovico il ragno”? (YES) 

Jabberwocky-in-Noise at SNR1 Condition 

Part 1 (First 5 minutes) 

1) Il vecchio Giraldi è morto cadendo da un palazzo? (NO) 

2) Tra gli animali di Lucrezia c’è anche un’oca? (YES) 

3) I genitori di Lucrezia sono morti di peste? (YES) 

Part 2 (Second 5 minutes) 

1) La pia farfalla è protagonista di una poesia? (NO) 

2) A Sdrenfano si chiede di cancellare il mondo? (YES) 

3) Le macchine sono piene di cronicaglie? (NO) 
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Part 3 (Third 5 minutes) 

1) Il bullo si butta dal bulldozer? (YES) 

2) I lonferi devono essere gettati nel fuoco piripigno? (YES) 

3) Dio è giovane? (NO) 

 

C.2 Choice of SNR level 

The range of SNR levels was based on the results of our pilot 
experiments, with the idea of being capable to considerably affect 
participant’s intelligibility rather than severely disrupting it. To select 
SNR levels, we behaviorally tested six other participants who did not 
take part in the main study. They listened short (~ 1 min) speech 
fragments embedded in noise at a range of fixed SNR levels ({-3.52 dB, -
1.74 dB, 0 dB, +1.74 dB, + 3,52 dB}), with randomly drawn parts of the 
babble noise on the background to prevent participants' adaptation to a 
particular babble. As a result, we identified two SNR levels: +3.52 dB 
(SNR1, as an easier level for participants to comprehend) and +1.74 dB 
(SNR2, as a harder level for participants to comprehend).  
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Figure C.1: TRF models’ performance. Grand averaged temporal response 
functions (TRFs) for four experimental conditions: Speech-in-Quiet (Quiet, blue), 
Speech-in-Noise at SNR2 (SNR2, yellow), Speech-in-Noise at SNR1 (Speech, 
red), Jabberwocky-in-Noise at SNR1 (Jabberwocky, purple); and null-distributed 
TRF model (Control, black). TRFs displayed over time-lags at frontal Fz and 
occipital Oz electrodes, marked with red on the electrode layout. Shaded areas 
represent the standard error of the mean (SE) across participants. Colored 
horizontal bars above the x-axis indicate time-lags at which TRFs of experimental 
conditions differed from the null TRF (p < 0.05, uncorrected). 

 



118 

 

 

Figure C.2: Source analysis, whole-brain level. Grand averaged TRF source-
localization results, corrected for multiple comparisons using a cluster-based 
permutation test across all electrodes and time-lags from 0 to 600 ms. Top panel: 
Temporal extent profile for each of the identified significant clusters in the left 
(light green) and right (dark green) hemispheres. Grey vertical lines mark time-
lags corresponding to visually salient peaks in the temporal profile, in the left 
and right hemisphere, respectively. Bottom panel: Significant differences 
between TRFs at the source space (p < 0.05, cluster-corrected); lateral and medial 
views of the left (LH) and right (RH) hemispheres, displayed at the time-lags 
marked on the Top panel. Bright yellow (positive t-values) indicates greater 
activation for Quiet vs. SNR2 and for Speech vs. Jabberwocky, respectively. 
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Figure C.3: Source analysis, visual ROIs. Grand averaged time series of the 
activation extracted for visual ROIs (V1 and V2), for the left (LH) and right (RH) 
hemispheres. Activation is displayed unitless and in absolute values, as 
provided by the normalization within the dSPM algorithm. Shaded areas 
indicate the standard error of the mean (SE). Grey horizontal bars above the x-
axis indicate time-lags at which two conditions significantly differed (p < 0.05, 
uncorrected). Statistical map projected on the brain surface to highlight 
differences between conditions (Quiet vs. SNR2; p < 0.05, cluster-corrected) in 
ROIs, identified at the whole-brain level, and displayed for the left (LH) and right 
(RH) hemispheres at around 250 ms (corresponding to the peaks in the temporal 
profile); bright yellow (positive t-values) indicates greater activation for Quiet 
over SNR2. Boxplots show source activation for each condition, averaged over 
the ROIs (V1 + V2) and across all relevant time-points (from 0 to 600 ms 
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regarding speech envelope onset), in the left and right hemispheres, respectively. 
The line through the box indicates median, × marker indicates the mean, lines 
indicate pairwise statistical comparisons (*p < 0.05). 

 

C.3 Effect of Speech Rate, Intensity and Modulation Depth 

Neural tracking could be affected by speech rate (Müller, Wendt, 
Kollmeier, Debener, & Brand, 2019) and intensity of the stimuli (Drennan 
& Lalor, 2019). Thus, it could be argued that our results could also be 
driven by such differences. However, the target speaker was the same in 
all conditions, and RMS amplitude of the stimuli was normalized to a 
constant value, allowing to control for both speech rate and intensity. 

Speech presented in quiet varies in amplitude modulation depth 
because of silent gaps, whereas speech presented in noise has 
homogenous amplitude. If amplitude modulation depth would have an 
effect, we should have observed clear between-condition differences in 
the early peak (P1), that has been suggested to reflect early, pre-
perceptual sound processing (Ceponienė et al., 2005), which was not the 
case.  
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