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1. Seven, Ü. and Yetkiner, H. (Forthcoming) Financial Intermediation and Eco-
nomic Growth: Does Income Matter? Economic Systems.
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Abstract

The financial sector is seen as performing critical functions
in facilitating economic growth and, both directly through
broadening access to finance and indirectly through growth,
contributing to reductions in inequality and poverty by mobi-
lizing savings, facilitating payments and trade of goods and
services, and promoting efficient allocation of resources. This
dissertation analyses the role of finance in economic devel-
opment, income inequality and poverty reduction by differ-
entiating between banks and stock markets. It also studies
the impacts of the two components of the financial sector,
from both theoretical and empirical points of view. The sec-
ond chapter examines the impact of financial development on
economic growth across income levels by providing empiri-
cal analyses for a large panel of countries. The third chapter
studies the role of finance in income inequality by building an
occupational choice model under financial market imperfec-
tions and providing empirical analyses for the relationship
between financial development and income inequality. The
fourth chapter analyses the link between banks, stock mar-
kets and poverty reduction by providing empirical analyses
for a panel of emerging countries.
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Chapter 1

Introduction

Financial systems and intermediaries perform critical functions in do-
mestic and global economies. The main role of the financial markets
and institutions in all economies is to improve the efficiency of capi-
tal allocation, mobilize savings, lead to more capital formation, manage
risks, and facilitate transactions. When financial markets and institu-
tions work well, they provide opportunities for all market participants to
take advantage of effective investment by diverting funds to more pro-
ductive use, hence boosting economic growth. It may be expected that
this framework would also reduce income inequality and poverty. On
the other hand, if financial markets do not work well, opportunities for
growth are missed and inequalities persist. In the case of the existence
of financial market imperfections, the least wealthy and the smallest en-
terprises may be the most affected by information asymmetries, contract
enforcement costs, lack of collateral, and transaction costs, namely a lack
of finance. As a result, financially constrained entrepreneurs need to rely
on their own limited personal wealth or internal resources to invest in
their own projects, and thus remain in poverty, perpetuating inequal-
ity in the country. Certainly, the question of whether deeper financial
markets lead to more economic growth but also less income inequality
and poverty becomes important mainly because the great divergence be-
tween rich and poor countries as a whole and the very poorest countries
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as a whole has continued beyond the end of the twentieth century. My
research focuses on these issues in a systematic framework by providing
theoretical and empirical results. On the theoretical side, I analyse in a
simple model how the interaction between financial development and
entrepreneurial talent determines the distribution of income. On the em-
pirical side, I study the impacts of financial development on economic
growth, income inequality and poverty by providing panel data analy-
ses. Below I briefly elaborate on the three chapters that study the role of
financial development in economic development, income inequality and
poverty.

The second chapter studies the relationship between financial devel-
opment and economic growth. Although a vast theoretical and empirical
literature on the relationship between the development of the financial
sector and economic growth suggests that the financial system may pro-
mote long-run economic growth, there is no general consensus about the
role of either stock markets or banks on economic growth. Theory pro-
vides conflicting predictions about the relationship between stock mar-
kets, banks, and economic growth. In this chapter, I analyse the simulta-
neous and separate impacts of banks and stock markets on economic de-
velopment across different income levels using a comprehensive dataset
and modern econometrics techniques. In addition, to address the diffi-
culties with measuring the level of financial development and to capture
a more complete picture of financial systems, I construct composite in-
dexes that represent the overall development in stock markets and the
banking sector by employing principal component analysis. The econo-
metric analyses suggest that banking development has a positive effect
on economic growth in low- and middle-income countries, but negative
in high-income countries. However, I also find that stock markets con-
tribute to economic growth in both middle- and high-income countries.
Moreover, the results show that the estimated coefficients mostly lose
their significances when I test the simultaneous effect of banks and stock
markets, suggesting that one should consider both separate and simulta-
neous effects of banks and stock markets to have satisfactory results.

The third chapter focuses on the impact of financial development on
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income inequality. Since the results of the second chapter suggest that
well-functioning financial systems may help boost economic growth, it
is worthwhile to investigate whether they also reduce income inequality.
To do that, I firstly build a simple occupational choice model with het-
erogeneous agents to better understand the mechanism of the effects of
financial development on the level of income inequality. In the model,
individuals choose between being an entrepreneur, being self-employed,
or being a worker depending on their initial wealth and talent. I de-
fine the level of financial development as the amount of collateral re-
quired to get credit from the financial sector. In that respect, a decline in
the amount of collateral (namely, relaxing credit constraints) reduces in-
come inequality as individuals with relatively low wealth become more
likely to obtain credit, set up firms and receive higher incomes than the
workers’; that is, relatively poor individuals can be entrepreneurs thanks
to financial development. On the other hand, if the amount of wealth
required as collateral increases, then wealthy individuals become even
wealthier by running firms and obtaining higher income, resulting in
increasing income inequality. In the equilibrium of this setting, only tal-
ented individuals with a certain level of wealth choose to become en-
trepreneurs. Hence, the development of a financial system increases the
earning opportunities for the talented poor by decreasing the amount
of collateral. The model suggests that as the financial system develops,
namely that the amount of collateral required decreases, some poor indi-
viduals with relatively high talent can become entrepreneurs, resulting
in an increasing share of entrepreneurs and increasing average talent of
entrepreneurs. In other words, the level of financial development affects
income inequality to the extent it affects the equilibrium number of en-
trepreneurs and average entrepreneurial talent, and an increase in the
level of financial development induces more individuals to become en-
trepreneurs, resulting in less income inequality. Secondly, I empirically
test the impact of financial development on income inequality by using
a cross-country panel data set of developed and developing countries,
taking into account the role of individuals’ talent in reducing inequal-
ity. I use the theory to quantify the importance of financial development
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and individuals’ talent for cross-country income inequality differences.
A central ingredient in the analysis is the observed achievement levels
(talent) constructed from the Program of International Student Assess-
ment (PISA) scores. Heuristically speaking, none of the empirical stud-
ies in the literature has ever tried to link the theory to the empirics. This
is indeed very surprising, if not disappointing, as there are extensively
developed occupational choice and income inequality approaches under
financial frictions. Hence, integrating theory with empirics, albeit in a
very simple manner, is the very important motivation of the third chap-
ter. The empirical results suggest that an increase in the level of financial
development leads to a decrease in the net Gini coefficient. Moreover,
the results also suggest that there is a negative and statistically signifi-
cant relationship between individuals’ talent and income inequality. A
key policy conclusion is that more democratized access to credit markets
reduces income inequality. Moreover, redistributive social policies and
institutional improvements in finance would also be effective in reduc-
ing inequality.

The objective of the fourth chapter is to examine whether bank and
stock market development contribute towards poverty reduction in emerg-
ing countries. Economists have long debated whether financial sector
development can bring direct benefits to the poor. One strand of liter-
ature stresses that capital market imperfections and lending constraints
that limit access to finance may affect poverty during economic develop-
ment. Although it is known that absolute poverty has been reduced over
the last two decades, the exact impact of financial sector development on
poverty reduction has not been well defined in empirical studies. Using
dynamic panel data methods with a comprehensive dataset for the pe-
riod 1987-2011, I first assess the relationship between banks, stock mar-
kets and poverty indicators. Then, I examine the effect of overall finan-
cial development, including banks and stock markets, on poverty reduc-
tion. In other words, the fourth chapter empirically investigates whether
improved access to banking or stock market opportunities is the main
channel through which financial development contributes to a reduction
in poverty. By developing new proxies for measuring both bank and
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stock market developments, I find that although financial development
promotes economic growth, this does not necessarily benefit those on
low-incomes in emerging countries. Moreover, contrary to the conven-
tional findings, the results suggest that neither banks nor stock markets
play a significant role in poverty reduction.
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Chapter 2

Financial Development and
Economic Growth: Does
Income Matter?

2.1 Introduction

The main role of the financial markets and institutions in all economies
is to improve the efficiency of capital allocation and encourage savings,
hence boosting growth, leading to further capital formation, the mobi-
lization of savings, the management of risks, and the facilitation of trans-
actions. The financial system may achieve this role through either credit
markets or equity markets, or both. There is considerable country spe-
cific variation in the elements of the financial sector possible for chan-
nelling resources from savers to investment opportunities.1 Although
a vast theoretical and empirical literature on the relationship between
financial sector development and economic growth suggest that finan-

1In modern economies, the process is conducted by a wide range of market-oriented
institutions. While the process is conducted by a few elements of financial sector in planned
economies, a single institution, especially the banking sector, plays an important role in the
emerging market economies (Bonin and Wachtel, 2003).
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cial system may promote long-run economic growth2, there is no general
consensus about the role of either stock markets or banks on economic
growth. Theory provides conflicting predictions about the relationship
between stock markets, banks, and economic growth. Many researchers
are becoming increasingly convinced that well-functioning financial sys-
tems can boost economic growth by ameliorating information and trans-
action costs (Bencivanga et al., 1995; King and Levine, 1993a; Beck and
Levine, 2004). However, some models show that higher returns from
enhancing resource allocation may lower saving rates. If there are suffi-
ciently large externalities associated with saving and investment, then fi-
nancial development slows long-run growth rate (Bencivanga and Smith,
1991; Naceur and Ghazouani, 2007).

Although the existing literature provides substantial and wide-ranging
evidences on the role of the financial system in shaping economic devel-
opment, there are serious shortcomings associated with the functioning
of the financial system (Cihak et al., 2012). Firstly, researchers have no di-
rect measures to determine the degree to which financial systems are suc-
cessful in achieving their main role, mentioned above. Financial proxies
used in the empirical literature are currently mostly relied on measures
of the size of the banking sector and stock markets due mainly to their
availability across countries and time. However, the existing measures
are far from meeting is the requirements for cross-country studies, espe-
cially for less wealthy countries. Secondly, in addition to the problem of
high correlation between the existing measures, there is no uniform argu-
ment as to which variables are most appropriate for measuring financial
development. Focusing on a single indicator of financial institutions and
markets is unlikely to capture all features of a financial system, justifying
the construction of index measures that represent the separate or simul-
taneous development in the banking sector and stock markets.

This chapter aims to investigate the dynamic impacts of stock mar-
kets and banks on economic growth. This study makes several contri-
butions. Firstly, this study fills an important gap in the literature by si-

2Levine (2005) presents a survey of theories on the issue and lists the possible channels
through which financial system may influence economic growth.
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multaneously analysing the impacts of both stock markets and banks on
economic development across different income levels using a compre-
hensive dataset and modern econometrics techniques. In addition to the
benefits of updated and a comprehensive data, up to 146 countries and 21
years in some regressions, a further innovation is the separate and simul-
taneous effects of banking and stock markets. This is important because
although there exists a broad literature on the finance-growth nexus, con-
ventional literature has not considered the role of stock markets. The sec-
ond contribution of this study is the incorporation of both banking and
stock market indicators to examine the long-run relationship among both
markets and economic growth using principal component analysis to
construct broad indexes that capture various dimensions of the financial
sector. The use of principal component analysis to build a composite in-
dex of financial development is one of the most important aspects of this
study. Since financial intermediation, especially in developing and de-
veloped countries, is generally more sophisticated and has more dimen-
sions, building this index helps us to capture a more complete picture of
financial development.3 Moreover, researchers do not have direct mea-
sures of the degree to which a financial system, as a whole, performs its
key functions, and there is no uniform argument as to which proxies are
most appropriate for measuring financial development. Due to the lack
of sufficient data across countries, and the differences among economies,
a comprehensive index or principal component better represents ”what
is broadly meant by financial development”. In this respect, principal
component analysis (PCA) is utilized in this chapter to construct satis-
factory and reliable indicators of bank and stock market developments.
Thirdly, this study considers a panel from a range of high-, middle-, and
low-income countries, in accordance with the World Bank classification,
to investigate whether the relationship between financial development
and economic growth differs across income levels. Although there is a

3In addition, using only one banking & stock market development indicator may not
be closely related to the complete information of financial services. On the other hand, if I
had used more than one indicators of financial development in the analyses, I could have
faced with the multicollinearity problem since financial development variables are highly
correlated as shown in part (2.3.3).
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large body of literature that investigates the linkage between financial
development and economic growth in advanced economies, far less is
known about the finance-growth nexus in developing and the least de-
veloped countries. Furthermore, some researchers have shown that the
effects of finance on economic growth may vary according to the coun-
try’s income level.4 Finally, this study also aims to address the difficult
problem of measuring the depth of financial system.5 To the best of my
knowledge, no systematic empirical research exists that addressing the
question of how to construct an index as a single measure representing
the overall development of financial system. The study of Ang and McK-
ibbin (2007) can be termed as one of the first steps in this direction, but
unlike their study, I take into account both the influence of stock market
development and also the dynamic impacts of stock markets and banks
on economic growth.

Methodologically, I first divide the sample into three different income
groups; high-, middle-, and low-income. Next, I employ principal com-
ponent analysis to construct the index measures for bank & stock market
development, rather than using widely used and highly correlated group
of variables. Then, I construct a panel with data averaged over three year
non-overlapping intervals from 1991 to 2011 to smooth out short-term
fluctuations in growth rates. The empirical part of this study employs the
System Generalized-Method-of-Moments (GMM) approach developed
by Arellano and Bond (1991) and Blundell and Bond (1998). In order
to increase the explanatory power of financial development on economic
growth, I use secondary school enrolment rate, government consump-
tion share in Gross Domestic Product (GDP), inflation rate, and trade as
a ratio of GDP as control variables. The robust results show that banks
have a positive effect on economic growth in low- and middle-income
countries, but negative in high-income countries. I find that stock mar-

4See Rioja and Valev (2004) and Aghion et al. (2005), among others.
5There is no directly measurable or reliable data available to measure the extent and effi-

ciency of financial intermediation although the existing measures have been improved over
the last ten years (Ang and McKibbin, 2007). Moreover, Levine (2003) mentions the prob-
lem of choosing a proxy for measuring financial development and the differences among
economies in terms of the availability of financial intermediation.
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kets, however, contribute to economic growth in both middle- and high-
income countries. Moreover, the results also show that the estimated
coefficients mostly lose their significances when I test the simultaneous
effect of banks and stock markets, suggesting that one should consider
both separate and simultaneous effects of banks and stock markets to
have satisfactory results.

The organization of the chapter is as follows. Section 2 reviews the
broad literature of the research field. Section 3 introduces the data and
the methodology. This section also explains the construction of the sum-
mary measures for bank development and stock market development.
Section 4 is reserved for empirical analysis. Section 5 includes conclud-
ing remarks and policy implications of financial development.

2.2 Literature Review

The literature on economic theory emphasizes that the comparative im-
portance of banks and equity markets for economic activity changes dur-
ing the process of economic development, during which markets becom-
ing increasingly important for economic activity (Demirgüç-Kunt et al.,
2012). Moreover, the recent global financial crisis, which was mainly
triggered by high default rates of sub-prime mortgages, shows that a
close interaction between bank and equity markets influences economic
growth. The historically low levels of interest rates, the securitization
process, adverse selection problems, and moral hazard incentives com-
bined brought a close relationship between banking sector and capital
markets during the early years of 2000s.6 More specifically, as the slow-
ing of economic growth through crises can be attributed to the financial
system, it is crucial to examine the simultaneous impact of stock markets
and banks on economic growth.

The early theoretical and empirical literature focused on the role of
capital and labour resources, and the use of technology as the sources
of growth. The role of finance in the growth process was ignored in

6See Wu et al. (2010).
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the majority of the early literature. In the 1970s, a widespread move-
ment toward financial development and growth nexus emerged, notably
with the early work by Goldsmith (1969), McKinnon (1973) and Shaw
(1973).7 Since then, especially after 1990s, there have been various stud-
ies designed to investigate the relationship between financial develop-
ment and economic growth. A large body of research that concentrates
on the link between financial development and growth has shown that
a well-functioning and market-oriented financial sector contributes to
improved economic outcomes (King and Levine, 1993a; Demirgüç-Kunt
and Levine, 2008; Rousseau and Wachtel, 2000). In particular, this liter-
ature has shown that financial depth is associated with higher rates of
economic growth. In the early 1990s, King and Levine (1993a)8, devel-
oping the work of Goldsmith (1969), studied economic growth over a
30-year horizon by enlarging the sample to 80 countries, and systemat-
ically controlling for many possible determinants of economic growth,
such as initial income, black market premium, government spending,
openness to trade, educational attainment, inflation, and political insta-
bility. They found a robust, positive, and statistically significant relation-
ship between growth indicators and bank development, as measured by
the total liquid liabilities of financial intermediaries over GDP. However,
there were two drawbacks: they focused only on the banking sector, and
neglected to address the causality issue.

In addition to King and Levine (1993a), numerous other efforts pro-
vide theoretical and empirical evidence to investigate the relationship
between financial development and economic growth. Pagano (1993) ar-
gues that financial intermediation impacts economic growth by influenc-
ing saving rate, i.e., the fraction of savings channelled into investments.

7Goldsmith (1969) finds that the size of the financial system positively contributes to
economic growth using a comparative approach with data for 35 countries for the period
1860-1963. McKinnon (1973) and Shaw (1973) stress the crucial role of public policies in
the mobilization of savings that aims to finance investment and they suggest that there is a
relationship between financial development and savings and investment rates.

8King and Levine (1993) assume the role of the financial system in the evaluation of
projects and diversification of the risk associated with innovation in their endogenous
growth model. Their analysis suggests that financial sector plays an important role in the
acceleration of economic growth through its impact on innovation.
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Levine et al. (2000) use instrumental variable techniques to address the
endogeneity issue between financial development and economic growth
in a panel data setting. They find that the exogenous component of
financial intermediary development is positively associated with eco-
nomic growth. Beck and Levine (2004) apply GMM techniques devel-
oped for dynamic panels, and find that both stock markets and banks
are positively correlated with economic growth after controlling for the
simultaneity bias and omitted variables effects. Rousseau and Wachtel
(2000) use the difference panel estimator, developed by Arellano and
Bond (1991) and Holtz-Eakin et al. (1988), showing that both bank and
stock market development explain subsequent growth.9

One interesting research focus is the identification of the combined
impacts of banks and stock markets on economic growth. This is because
the failure to consider the impact of stock market development makes it
more difficult to accurately assess whether the positive relationship be-
tween bank development and growth holds when controlling for stock
market development and overall financial development matters for the
growth (Beck and Levine, 2004). The study of Levine and Zervos (1998)
is known to be foremost in which they investigate the relationship be-
tween stock markets and banks on economic growth using cross-country
growth regressions.10 Levine and Zervos (1998) find that initial mea-
sures of stock market liquidity and banking development are positively
correlated with economic growth after controlling for the other possible
growth determinants and the Solow-Swan convergence effect. As a mea-
sure of bank development, they use the ratio of bank credit to the private
sector divided by GDP. To measure the stock market development, they
use market capitalization relative to GDP, the value of trades relative to

9Time series techniques have also been applied to the finance-growth nexus. For exam-
ple, Arestis et al. (2001) use quarterly data on a sample of developing countries and find
that although both banks and stock markets may be able to promote economic growth,
the impact of banking sector development is more powerful. See also Demetriades and
Hussein (1996), Rousseau and Wachtel (2000), and Bekaert et al. (2005).

10Atje and Jovanovic (1993) also asses the role of stock markets on economic growth.
They find that the stock market is a predictor of economic growth, whereas there is no
significant relationship between banking sector development and economic growth. See,
Levine (2001) and Bekaert et al. (2005) for more empirical evidence on the stock market,
bank, and growth relationship.
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GDP, and market liquidity which is measured by the value of trades rel-
ative to market capitalization. However, they neglected to control for
country-fixed effects and simultaneity bias.

A contradicting view to this well-supported argument that financial
development has positive effect on economic growth is given by models,
which emphasize that finance does not in fact cause economic growth.
Robinson (1952), for example, argues that finance exerts no causal impact
on growth. Instead, financial development follows economic growth
as a result of higher demand for financial services. Lucas (1988) states
that the role of finance is over-stressed in the growth literature. Naceur
and Ghazouani (2007) show that there is no significant relationship be-
tween banking sector and stock markets development levels and eco-
nomic growth in their study on 11 MENA countries. Arcand et al. (2012),
using the private credit to GDP ratio as an indicator of financial depth, ar-
guing that countries with a small or medium sized financial system ben-
efit from increased financial depth. However, they show that the effect
of the size of the financial system vanishes as the proportion of financial
system reaches 80-100 percentage of GDP. There is also currently no con-
sensus on the separate effects of stock markets and banks on economic
growth. Harris (1997), using the instrumental variables method, finds
no critical role for stock markets in easing information frictions. Stiglitz
(1985) and Bhide (1993) argue that stock markets do not have the same
potential to improve resource allocation as banks.11 More recently, Cec-
chetti and Kharroubi (2012) study the impact of size and growth of the
financial system on productivity growth and economic level based on a
sample of developed and emerging economies. Their findings suggest
that higher level of financial activity is not always better.12 Beck (2011)
finds that, although the aggregate growth impact of banking depth is
no different for resource-based economies, both private credit and stock
market activity tend to be weaker. The debates among economists over
the relationship between financial sector development and growth make

11See also Boyd and Prescott (1986) and Arestis et al. (2001).
12Moreover, Arcand et al. (2012) find that as depth increases to very high levels, the

impact of banking depth on growth becomes progressively weaker.
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this a research area relevant to empirical studies as well as theoretical
work.

Research provides conflicting results not only regarding the effect of
overall financial development or the separate impacts of stock market
development and bank development on growth, but also for the effects
of finance on growth across income levels. In the literature, most of the
studies focus on high-income or developed countries whereas very few
focus on developing countries. Mainly due to problems with data avail-
ability across countries, there are a limited number of empirical stud-
ies that investigate the impact of finance on economic growth across re-
gions, income levels, and types of economy. Demirguc-Kunt et al. (2001)
and Demirgüç-Kunt et al. (2012) show that both bank and stock mar-
ket become more developed as countries develop economically. Aghion
et al. (2005) use a cross-section of 71 countries over the period 1960-
1995 and find that countries close to the efficient frontier do not ben-
efit from financial development. Rioja and Valev (2004) study the ef-
fects of financial development on the sources of growth using a sample
of 74 countries, divided into three regions, over the period 1961-1995.
Although finding no statistically significant relationship between finan-
cial depth and economic growth in less developed economies, they ob-
serve a strong positive influence on productivity growth in more devel-
oped countries. The studies distinguishing between high-, middle-, and
low-income countries generally emphasize that the relationship between
financial development and growth is weaker or even negative for high-
income countries. Hassan et al. (2011) use 168 countries in the period of
1980-2007, and they group countries into several sub samples. They find
a statistically significant negative relationship between domestic credit
to the private sector and economic growth for high-income countries
while they find a positive and statistically significant relationship be-
tween domestic credit to private sector and growth in East Asia & Pacific
and Latin America & Caribbean. Moreover, Barajas et al. (2013) use a
data set for 150 countries and apply dynamic panel techniques to inves-
tigate whether the impact of financial deepening on economic growth
varies across countries. Finding that the relationship between finance
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and growth is heterogeneous across regions, income levels and between
oil and non-oil exporters, they argue that this heterogeneity is primarily
because of the level of banking depth rather than stock market activity.
Rioja and Valev (2014) find that stock markets have not contributed to
growth in low-income countries, while banks have a sizeable positive ef-
fect on capital accumulation. They also show a positive relationship be-
tween stock market development and growth in high-income countries.
Similarly, Lin et al. (2009) show theoretically that the structure of the fi-
nancial system depends on the country’s stage of development. It can be
concluded, therefore, that the effects of finance on economic growth may
vary according to the country’s income level.

2.3 Data and Methodology

2.3.1 The Sample

I use an updated country sample, with up to 146 countries included in
some regressions, for the period 1991-2011. Since this study mainly fo-
cuses on the impacts of financial development on economic growth, I
choose the countries for the panel according to data availability on fi-
nancial sector development indicators. I require that a country should
have data for at least four non-overlapping time points to be included in
any estimated systems. This leaves 146 countries for banking sector anal-
yses and 80 countries for stock market analyses. I follow the World Bank
classifications, which categorize all World Bank member economies and
all other economies with population of more than 30,000 into four in-
come groups. However, I divide the sample countries into three income
groups by combining the upper- and lower-middle income countries into
one category, middle income.13

The sample comprises 45 high-income countries (high-income OECD
and non-OECD countries), 77 middle-income countries (upper-middle
income and lower-middle income countries) and 24 low-income coun-

13See Table A.1 in Appendix A for the list of countries and their respective income clas-
sification.
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tries. The sample is restricted to the period 1991-2011 on the basis of
availability of the data, especially on stock market development. The
sample period also covers an era of financial liberalization and devel-
opment in many countries, as well as money growth and an increasing
volume of investment. I compute three-year period averages for all vari-
ables in the model. I do so for two main reasons. First, the variables of
interest may be subject to business cycle variations. Averaging data over
a period is used to smooth out business cycle variations in growth rates.
Second, the System GMM model was designed to work with data having
fewer time points and greater numbers of individuals. Taking three-year
averages yields a maximum of seven time points for any country in the
sample, which would then satisfy the time requirement of the economet-
ric model.14

2.3.2 Measures of Financial Development

The selection of key variables to measure financial development and dif-
ferences among economies in terms of availability of financial interme-
diation are the major problems in an empirical study of finance-growth
nexus. Due to the diversity of financial services provided by financial
systems, the construction of financial development indicators is a diffi-
cult task. One should consider the different aspects of financial devel-
opment rather than the traditional intermediation activities in order to
capture a complete picture. In this respect, I use both bank-based and
market-based financial proxies to capture the development of financial
system. Although the empirical literature has used several indicators in
order to measure financial depth, there are currently no direct measures
of the degree to which financial system performs its basic functions such
as mobilization of savings, allocation of resources to productive uses, fa-

14I have seven non-overlapping periods (1991-1993, 1994-1996, 1997-1999, 2000-2002,
2003-2005, 2006-2008, and 2009-2011). Generally speaking, the empirical literature uses
three or five year averages. For instance, Hassan et al. (2011) use three-year average growth
rates whereas Levine et al. (2000) use non-overlapping five-year average data in their GMM
specifications. Since the data becomes stationary, I prefer to use three-year averages in or-
der to have more time points. Moreover, averaging data over a time period solves missing
data problem and becomes popular in dynamic growth model.
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cilitating transactions and risk management, and exerting corporate con-
trol.

In an attempt to construct a reliable indicator by taking the relevant
financial proxies into account, for stock market development and bank
development, I employ principal component analysis by following Ang
and McKibbin (2007).15 I use logarithm of liquid liabilities to GDP (liq-
uid), logarithm of deposit money bank assets to GDP (assets), logarithm
of private credit by deposit money banks to GDP (private), logarithm of
bank deposits to GDP (deposits), logarithm of deposit money bank as-
sets to deposit money bank assets and central bank assets (central), and
logarithm of financial system deposits to GDP (finsys) as the proxies for
bank development.16 To measure stock market development, I use loga-
rithm of stock market capitalization to GDP (mktcap), logarithm of total
value traded to GDP (traded), and logarithm of stock market turnover
ratio (turnover).17 Each of these variables is adding extra information to
better measurement of financial development. For example, liquid liabil-
ities to GDP ratio is used to measure the ability of the banking system to
channel funds from savers to borrowers. A higher liquidity ratio means
higher intensity in the banking system. Bank credit to the private sector
reflects the extent of efficient resource allocation since the private sec-
tor is able to utilize funds in a more efficient and productive manner as
compared to the public sector. The ratio of deposit money bank assets
to deposit money bank assets and central bank assets measures the rela-
tive importance of a specific type of financial institution, i.e., the deposit
money banks. The basic idea underlying this ratio is that deposit money
banks make more efficient use of funds than central banks. Moreover,
stock market capitalization is the product of share price and the number

15Ang and McKibbin (2007) did not take into account the stock market indicators to get
summary index of financial development. They only used banking sector indicators of
financial development.

16Private credit to GDP ratio is one of the most widely used indicators of financial de-
velopment (King and Levine, 1993a; Levine et al., 2000; Rioja and Valev, 2004). Liquid
liabilities to GDP ratio is used by Goldsmith (1969) and King and Levine (1993) as the size
of the financial sector in relation to GDP.

17See Levine and Zervos (1998), Beck and Levine (2004), Demetriades and Rousseau
(2011), and Demirgüç-Kunt et al. (2012), among others.
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of shares outstanding for all stocks traded on the principal exchange(s) of
a given country. It measures the overall size of stock markets and reflects
the importance of financing through equity issues in the capital mobi-
lization and resource allocation process. The ratio of total value traded
to GDP measures the stock market activity, and contains components of
both size and liquidity, higher values of which reflect the confidence of
both individual and portfolio investors, of stock markets. Stock market
turnover ratio is the ratio of total value traded to market capitalization,
and it is a measure of share liquidity. It measures how active or liquid
the stock market is relative to its size. Changes in the degree of turnover
reflect short-term fluctuations associated with the business cycle.

Using these variables, I develop three summary measures, one for
bank development (bank-aggregate), one for stock market development
(market-aggregate), and the last one for the overall financial development
(finance-aggregate), including stock markets and banks. Each measure
employs the principal component analysis that deals with the problems
of over-parametrization and multi-collinearity.18 Theoretically, these new
indexes for stock market development and bank development are able to
capture most of the information from the original dataset, which consists
of nine overall financial development measures.

To assess the strength of the independent link between stock markets,
banks and economic growth, I control for other potential determinants
of economic growth in the regression. I use standard control variables
that are widely used by majority of the growth literature, starting with
Barro (1989) specification (see, for example, Levine and Zervos, 1998; Ri-
oja and Valev, 2004; Beck and Levine, 2004; Rousseau and Wachtel, 2000).
First, I include logarithm of real initial GDP per capita to control for con-
vergence effects, which states that countries that are initially poorer are
expected to grow faster; several studies suggest that per capita income
might be a good indicator for general development (see, for example,
La Porta et al., 1997; Beck and Levine, 2004). Second, a secondary school
enrolment rate (education) is used to control for human capital accumula-

18Principal component analysis has been used to reduce a large set of correlated variables
into a smaller set of uncorrelated variables. See, Stock and Watson (2002).
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tion. Barro (1991) uses the elementary school enrolment rate to measure
the initial stock of human capital in a growth study. In other studies,
the inflation rate (inflation) and the ratio of government consumption to
GDP (government) are used to measure the macroeconomic stability (see
Scully, 1989; Beck et al., 2000). In this study, a further measure, the ra-
tio of trade to GDP (trade), is used to capture the degree of openness of
an economy. These various control variables, expressed as natural loga-
rithms (with the exception of the inflation rate, which enters the equation
as the log of 1 plus the inflation rate), have the effect of increasing the ex-
planatory power of financial development on economic growth. For all
variables, I calculate 3-year average values from the yearly time series of
these indicators. The sources and short definitions of the financial de-
velopment indicators and control variables are provided in Table A.2 in
Appendix A.

2.3.3 Summary Statistics, Correlations and Principal Com-
ponents

The dependent variable is economic growth, measured by the real GDP
per capita growth (at constant 2005 US$). Table 2.1 provides summary
statistics for the nine financial development indicators, dependent vari-
able and four control variables. There are considerable variations in fi-
nancial development variables across countries. For example, private
credit to GDP ratio ranges from a low of 0.11% in Armenia to a high of
272% in Cyprus. Liquid liabilities to GDP ratio and turnover also show
significant variation. The liquidity to GDP ratio varies from 380% (Lux-
embourg) to 0.24% (Armenia), and the turnover ratio ranges from 448%
(Kyrgyzstan) to 0.02% (Swaziland).

The sample correlations are given in Table A.3 in Appendix A. In gen-
eral, the correlation coefficients are excessively high, which suggests that
the financial development indicators may contain common information
and may lead to multicollinearity and over-parametrization problems
(Ang and McKibbin, 2007). To deal with these problems, I use principal
component analysis (PCA), which is the optimal linear scheme for reduc-



Table 2.1: Summary statistics

Variable Obs Mean Std. Dev. Min Max
Growth 873 .066444 .1090644 -.6219241 .914685
Private 984 43.22258 41.67111 .1152023 272.735
Liquid 982 54.16641 46.16431 .2478361 380.4252
Central 955 84.46751 17.73942 15.67734 99.99907
Assets 983 52.67902 46.03872 .1252552 298.4128
Deposits 980 46.2819 44.46518 .1859279 376.2705
Finsys 982 46.58204 44.47733 .1859279 376.2705
Mktcap 623 47.1353 56.81037 .0124085 486.1752
Traded 615 28.72085 57.18208 .0014755 675.9176
Turnover 614 46.50081 57.74979 .0198378 448.5403
Inflation 1018 48.48239 385.2324 -8.232694 9288.871
Education 867 73.75177 31.89412 5.16489 155.5195
Trade 1012 87.69934 52.11233 14.9024 428.1443
Government 988 15.72042 5.847509 2.554207 42.89479

Note: The table presents the summary statistics about the variables used in the econometric analysis for the 146 countries during the period
1991-2011. The data are extracted from the World Bank and IMF’s International Financial Statistics. All variables are in percentage form (except
growth) and represent the three-year averages. Max., Min. and Std. Dev. denote maximum, minimum, and standard deviation, respectively.

ing a large set of correlated variables into a smaller set of uncorrelated
variables.19 However, due to the lack of data availability across time and
countries, the sample has some missing values. Although PCA has at-
tractive features, a challenge is presented by the incomplete data set, in
which some of data points are missing. To solve this problem, some in-
terpolation methods have been used to complete the missing data, such
as replacing the missing values with the mean or an extreme value, a
common strategy in multivariate statistics. In the sample, a significant
portion of the measurement matrix is known, while up to 10 percent of
the information is missing for certain variables, such as traded, central
and deposit. To test the effect of missing values, I restrict the sample to
57 countries with no missing data for any of the financial development
indicators. When I perform PCA with the restricted sample, I see that
there is no significant difference between the principal components of
the restricted and unrestricted samples.

Table A.4 presents the results of the extraction of PCA for banking
development. The financial development indicator for banking corre-
sponds to the first principal component, which is the only one with an
eigenvalue greater than 1, and which explains about 86% of the varia-

19See Appendix A.2 for the detailed description of the principal component analysis.
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tion in the dependent variable. The remaining principal components are
not considered since their marginal contributions are relatively small (for
instance, while the second principal component explains 10% of the vari-
ation of the dependent variable, the third principal component explains
only 3%).

Table A.5 presents the results obtained from PCA of stock market de-
velopment indicators. In this case, I extract again the first principal com-
ponent, which is able to capture 80% of the information from the origi-
nal dataset. The first component is computed as a linear combination of
the three standard measures of stock market development with weights
given by the first eigenvector.

As one can see from the second part of the Tables A.4 & A.5, all
banking development indicators except deposit money bank assets over
deposit money bank assets plus central bank assets contribute almost
equally to the first principal component, while stock market develop-
ment indicators contribute differently, with ”traded ratio” has the high-
est correlation among other two, to the first principal component. The
correlations between the selected variables and first principal component
indicate that it is difficult to see which mechanisms are driving the results
of banking development, while it is clearer that total value traded to GDP
ratio is the driving indicator for measuring stock market development.

2.3.4 Methodology

This study aims to examine the relationship between stock market de-
velopment, bank development, and economic growth, and to investigate
whether this relationship differs across income levels. A large number
of studies use cross sectional analysis for estimating the growth regres-
sion (Barro, 1989; King and Levine, 1993; Rousseau and Wachtel, 2000)
and use the Fixed Effects (FE) regression models to control the country
specific effect. However, neither cross-sectional or FE models does not
take into account the issue of endogeneity present in the growth equa-
tion (Caselli et al., 1996). The financial development variables may be
endogenous because of feedback from growth to finance, or because of
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the common effects of omitted variables on both growth and finance
(Aghion et al., 2005). To deal with the problem of country specific effects
and the problem of endogeneity, I use generalized method of moments
introduced by Holtz-Eakin et al. (1988), Arellano and Bond (1991), and
Arellano and Bover (1995) and popularized in the finance-growth liter-
ature by Levine et al. (2000) and Beck and Levine (2004). I employ the
System GMM method, though I also present the OLS and Within Group
results for reasons of completeness. I prefer to use the one-step GMM es-
timators with standard errors that are not only asymptotically robust to
heteroskedasticity, but have also been found to be more reliable for finite
sample inference.20

The standard panel data estimates methods such as FE and First Dif-
ferences (FD) allow for unrestricted correlation between unobserved het-
erogeneity, and past, present and future values of the right hand side
variable. In order to achieve consistency they require that all regressors
are strictly exogenous. This assumption is clearly violated in the case of
the lagged dependent variable, since the error term cannot be orthogonal
to the lagged values of the dependent variable. Hence, under sequential
exogeneity, the OLS, Within Group (FE) and FD estimators are all incon-
sistent for the fixed number of years. The System GMM has three main
advantages compared to the OLS and Within Group estimators. First,
this method provides consistent and efficient parameter estimates in a re-
gression in which independent variables are not strictly exogenous, that
correlated with past and current realizations of the error, and that het-
eroskedasticity and autocorrelation within individuals exist (Roodman,
2009b). The second advantage is that the System GMM estimator over-
comes the endogeneity problem, as it instruments the endogenous vari-
ables with variables thought to be uncorrelated with the fixed effects,
while avoiding dynamic panel bias. Another advantage is that System
GMM is very well suited to panel studies consisting of few time points

20In principle, researchers should use the two-step estimates as they are the efficient
GMM estimates. However, in finite sample, it has been shown that the two-step variance-
covariance matrix is biased downward, so that leads to over-rejecting. Therefore, the com-
mon practice has been to use the one-step estimates with a robust variance-covariance ma-
trix. Moreover, see Blundell and Bond (1998) and Hoeffler (2002).
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but many individuals (small ”t”, large ”N”) (Roodman, 2009a).
The availability of panel data offers some important advantages. It

allows to the detection of effects that would not be possible with simple
cross-section or time series data, and also allows us to control for indi-
vidual heterogeneity. In a dynamic panel data model, I will be able to
account for unobserved country specific effects and allow for the endo-
geneity of one or more of the regressors. In panel data, variables vary
along two dimensions (time and individuals). This usually leads to an
increase in the efficiency of the estimates with respect to a series of cross
sections with the same number of observations. Hence, the System GMM
estimation method is more suited to this panel study, which consists of
146 individuals but only seven time points. Due to these advantages, I
select the System GMM estimation method, proposed by Arellano and
Bover (1995) and Blundell and Bond (1998).

The System GMM estimator combines the standard set of equations
in first-differences with suitably lagged levels as instruments, with an ad-
ditional set of equations in levels with suitably lagged first-differences as
instruments.21 The consistency of the System GMM estimator depends
on the assumptions that there should be no serial correlation in the error
term and the instruments should not be correlated with the error term.
The issues are addressed through two tests: the Arellano-Bond test for se-
rial correlations, which examines the first and the second order autocor-
related disturbances in the first differences equation, and Hansen (1982)
test of over-identifying restrictions for the validity of the instruments.22

If both of these tests are satisfied, then the coefficient estimates are consis-
tent. Moreover, I use ”collapsed instruments”, a technique implemented
in Stata by Roodman to limit the proliferation of instruments, which can
weaken the usefulness of the Hansen test (Gantman and Dabós, 2012).

I can write the traditional cross-country growth regression as follows:

ln [yi,t]−ln [yi,t−1] = γ0+γ1 ln [yi,t−1]+γ2 ln [Xi,t]+γ3 ln [Zi,t]+ci+µt+εi,t

(2.1)

21See Appendix A.3 for brief summary of the System GMM Estimator.
22Additionally, the number of cross sections should be larger than the number of instru-

ments to overcome over-fitting bias (Roodman, 2009a).
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where ln [yi,t] is the logarithm of real per capita GDP averaged over a se-
ries of three year periods, ln [yi,t−1] is the logarithm of per capita GDP at
the beginning of each of these periods, X represents the set of explana-
tory variables of stock market development and bank development. The
focus of the studies is on estimating γ2, which indicates the effects of
bank development and stock market development on economic growth.
The convergence effect is denoted by γ1, as lagged income, yi,t−1 (or ini-
tial GDP) is expected to have a negative effect on economic growth. Zi,t
is the set of control variables includes secondary school enrolment rate,
government consumption share in GDP, real interest rate, trade as a ratio
of GDP, and the inflation rate, all of which are widely used in the finance-
growth literature. Furthermore, ci captures the existence of other deter-
minants of a country’s steady state that are not already controlled for by
Xi,t and Zi,t, and µt is the time dummy variable in period t to capture
common shocks affecting all countries simultaneously. Finally, εi,t is the
error term, a white noise error with mean zero, and the subscripts t and
i denote the time period and the country indices, respectively.

In short, I use the method of dynamic panels, which deals with the
problem of omitted unobserved variables by taking first differences, and
also tackles the issues of endogeneity and reverse causality by using
lagged realizations of the explanatory variables as instruments in a GMM
specification. I run the following model for investigating the relationship
between banks, stock markets, and economic growth:

ln [yi,t] = β0 +β1 ln [yi,t−1] +β2 ln [Xi,t] +β3 ln [Zi,t] + ci +µt + εi,t (2.2)

where β1 = 1 + γ1.

2.4 Empirical Results

The regression specification builds on the approach to growth equations
introduced by Barro (1989). My specifications include the convergence
effect (log of the initial real GDP per capita), financial development indi-
cators, the human capital investment variable, the export plus import to
GDP ratio, the government consumption to GDP ratio and the inflation
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rate. The econometrics package used is Stata 12 and the module used
for the System GMM is xtabond2. I report the OLS, Within Group (FE)
and one-step System GMM estimates (recall that I present the OLS and
Within Group only for reasons of completeness; otherwise these estima-
tors are not efficient). All regressions include time dummies, which I find
to be jointly significant in almost every regression, to account for time-
specific effects. In order to conserve space, the coefficients on the time
dummies are not reported in the tables. In all runs, I assume that con-
trol variables are exogenous and financial development indicators are en-
dogenous in the sense of being correlated with shocks to GDP per capita
in both the current and previous periods.

Two tests were applied to determine the validity of the instruments
used in the System GMM estimates. First, I use Hansen test of over-
identifying restrictions, which analyses the sample analogue of the mo-
ment conditions to test the overall validity of the instruments used in
the estimation process. Second, I use the autoregressive (AR) test to see
whether the error term is serially correlated in both the difference regres-
sion and the system difference level regression. The AR test has a null
hypothesis that there is no autocorrelation. The tests for AR (1) process
in first differences rejects the null hypothesis since ∆εi,t = εi,t−εi,t−1 and,
∆εi,t−1 = εi,t−1 − εi,t−2, that is, both have εi,t−1. However, the test for
AR (2) and the second order serially correlation of error term will violate
the System GMM assumptions. The number of instruments should also
be less than or equal to the number of groups to have valid instruments.

2.4.1 Bank Development and Economic Growth

The results of the OLS, Within Group and one-step System GMM es-
timators for the relationship between banking sector development and
economic growth are shown in Tables 2.2-2.4. Specifically, I examine het-
erogeneity in this relationship across income levels. I run various regres-
sions to establish how banking affects economic growth in low-, middle-,
and high-income countries; however, only the most convenient results
are presented.
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Table 2.2 presents the summary results of the OLS, FE and System
GMM estimates for banking development in low-income countries. The
OLS and FE results do not suggest statistically significant results for the
banking measure. However, the banking measure is statistically signifi-
cant at conventional 5% level when I apply the one-step System GMM.
Since it is well known that the OLS and FE estimates are biased and in-
consistent, I focus only on the System GMM results. The results indi-
cate that the variable of interest, bank-aggregate, is significantly correlated
with economic growth in low-income countries. This finding is consis-
tent with the general expectation, which suggests that banks are the pri-
mary suppliers of funding for capital accumulation in low-income coun-
tries. Among the other explanatory variables, only trade is statistically
significant, at 10% level.

Table 2.2: Bank Development and Economic Growth: Low-Income
Economies

Variable OLS Within-Group (FE) System GMM
Constant 0.322 1.026 0.404

(0.192)* (0.527)* (0.835)
Initial real GDP per capita -0.033 -0.228 -0.004

(0.028)*** (0.081)*** (0.152)***
Bank-aggregate 0.006 0.024 0.058

(0.008) (0.016) (0.027)**
Education 0.016 0.015 0.011

(0.013) (0.049) (0.024)
Trade -0.040 0.095 -0.135

(0.024) (0.069) (0.070)*
Government 0.005 -0.026 0.105

(0.028) (0.054) (0.064)
Inflation -0.008 -0.005 0.002

(0.017) (0.014) (0.028)
Observations 111 111 111
R-squared 0.945 0.7810
F-statistic 157.31*** 24.96*** 61.81***
Number of Groups 23
Number of Instruments 21
Hansen test p-value 0.607
Difference-in-Hansen test p-value 0.484
AR(1) 0.133
AR(2) 0.960

Note: The dependent variable is the three-year (non-overlapping) average of real per capita GDP growth for 1991-2011 for each country, which
yields seven observations per country. Three-year averages for all of the independent variables are computed over the same as the dependent
variable. Robust standard errors are given within parentheses. Definitions of variables are same as in Table A.2. Specification statistics including
R-squared, F-statistics, number of groups, number of instruments, Hansen test p-value and Difference in Hansen test p-value tests of over-
identification test, AR(1) and AR(2) test of the error terms are also reported. Time dummies for seven time points are included in the model. *, **,
and *** denote statistically significant coefficient at 10%, 5% and 1% levels, respectively.

Table 2.3 presents the regression results for middle-income countries.



The results indicate a positive and statistically significant relationship
between banking development and economic growth in middle-income
countries. Comparing the results shown in Table 2.2 above with those
from middle-income countries, the bank measure is statistically signifi-
cant in the OLS, FE and System GMM specifications. The coefficient of
bank-aggregate in low-income countries is 0.058 while it is 0.147 in middle-
income countries, according to the System GMM results. Hence, bank-
ing development has a larger positive effect on growth in middle-income
countries than low-income countries. Although education and government
variables are statistically significant in FE estimates, they both appear in-
significantly in the System GMM estimates.

Table 2.3: Bank Development and Economic Growth: Middle-Income
Economies

Variable OLS Within-Group (FE) System GMM
Constant 0.101 4.024 4.077

(0.088) (0.420)*** (1.544)***
Initial real GDP per capita -0.024 -0.426 -0.516

(0.006)*** (0.039)*** (0.188)**
Bank-aggregate 0.009 0.061 0.147

(0.004)* (0.007)*** (0.065)**
Education 0.027 -0.104 -0.020

(0.013)** (0.036)*** (0.068)
Trade 0.003 -0.022 -0.098

(0.009) (0.038) (0.103)
Government -0.017 -0.085 0.089

(0.014) (0.041)** (0.128)
Inflation 0.003 -0.016 0.066

(0.010) (0.010) (0.039)*
Observations 378 378 378
R-squared 0.9813 0.8529
F-statistic 2880*** 154.43*** 22.17***
Number of Groups 74
Number of Instruments 22
Hansen test p-value 0.136
Difference-in-Hansen test p-value 0.184
AR(1) 0.655
AR(2) 0.990

Note: The dependent variable is the three-year (non-overlapping) average of real per capita GDP growth for 1991-2011 for each country, which
yields seven observations per country. Three-year averages for all of the independent variables are computed over the same as the dependent
variable. Robust standard errors are given within parentheses. Definitions of variables are same as in Table A.2. Specification statistics including
R-squared, F-statistics, number of groups, number of instruments, Hansen test p-value and Difference in Hansen test p-value tests of over-
identification test, AR(1) and AR(2) test of the error terms are also reported. Time dummies for seven time points are included in the model. *, **,
and *** denote statistically significant coefficient at 10%, 5% and 1% levels, respectively.

In high-income countries, however, banking development has a neg-
ative effect on economic growth as shown in Table 2.4. The banking
measure is statistically significant at 1% level and the coefficient of bank-



aggregate is −0.041 in the System GMM estimates. This is somewhat sur-
prising given that the banking sector has grown remarkably over the last
two decades, especially in high-income countries. There may be several
explanations for this finding. Firstly, over the last two decades, bank-
ing sector in high-income countries has focused on consumer credit to
households rather than enterprise credit. In several countries, such as
Australia, Canada, Denmark, the Netherlands, and New Zealand, house-
hold credit has reached about 80% of the total credit provided by banking
sector, mostly given as mortgage credit. Moreover, consumer credit has
reached to more than 70 percent of GDP in several high-income coun-
tries such as the United States, New Zealand, and Ireland. The theo-
retical and most of the empirical finance-growth literature have assumed
that the finance-growth linkage goes through enterprise credit. However,
this assumption contradicts with the reality especially in high-income
countries. This could be one of the explanations of the negative rela-
tionship between banking sector development and economic growth in
high-income countries. Secondly, while the banking sector has grown in
both size and range of activities in high-income countries, banks have
also become more complex financial institutions, due to the introduc-
tion of new technologies. As competition from financial markets has in-
creased, it becomes increasingly difficult to make higher profit and man-
age risk using traditional borrowing and lending activities (Allen and
Santomero, 2001). As a result of this, the banking sector started to use
derivatives and other similar techniques for risk management. In other
words, banking sector has gradually extended its scope beyond the tra-
ditional activity of intermediation towards non-intermediation financial
activities (Demirgüç-Kunt and Huizinga, 2010). This complexity may
hinder the banking sector from its key task, which is to improve the ef-
ficiency of capital allocation and encourage savings, hence boosting eco-
nomic growth. Moreover, due to the complexity in the banking sector, it
is not an easy task to find a satisfactory measure of overall banking de-
velopment (this is why I employ principal component analysis instead
of using a single indicator of banking development). As a result, the re-
lationship between banking development and growth might not be mea-
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sured properly, especially in high-income countries. It is also possible
that the strong links developed between banks and businesses over time
have weakened after the development of stock markets in high-income
countries. In economically developed countries, financial systems be-
come more market based, generally leading to a decline in the relation-
ship between economic activity and bank development (Demirgüç-Kunt
et al., 2012), and thus encouraging firms to move away from bank loans
towards issuing equity.

Table 2.4: Bank Development and Economic Growth: High-Income
Economies

Variable OLS Within-Group (FE) System GMM
Constant 0.568 1.704 2.490

(0.248)** (0.332)*** (0.803)***
Initial real GDP per capita -0.039 -0.161 -0.178

(0.018)*** (0.032)*** (0.049)***
Bank-aggregate -0.030 -0.020 -0.041

(0.009)*** (0.017) (0.013)***
Education 0.008 -0.013 -0.199

(0.007) (0.033) (0.211)
Trade -0.026 -0.008 -0.025

(0.012)** (0.044) (0.061)
Government 0.002 0.030 0.038

(0.014) (0.036) (0.285)
Inflation -0.014 -0.006 0.055

(0.011) (0.017) (0.135)
Observations 173 173 173
R-squared 0.9866 0.9184
F-statistic 1003.75*** 125.92*** 329.31**
Number of Groups 39
Number of Instruments 17
Hansen test p-value 0.364
Difference-in-Hansen test p-value 0.340
AR(1) 0.933
AR(2) 0.919

Note: The dependent variable is the three-year (non-overlapping) average of real per capita GDP growth for 1991-2011 for each country, which
yields seven observations per country. Three-year averages for all of the independent variables are computed over the same as the dependent
variable. Robust standard errors are given within parentheses. Definitions of variables are same as in Table A.2. Specification statistics including
R-squared, F-statistics, number of groups, number of instruments, Hansen test p-value and Difference in Hansen test p-value tests of over-
identification test, AR(1) and AR(2) test of the error terms are also reported. Time dummies for seven time points are included in the model. *, **,
and *** denote statistically significant coefficient at 10%, 5% and 1% levels, respectively.

To sum up, the results indicate that while development in banking
sector contributes subsequent economic growth in low- and middle-income
countries, it has negative effect on growth in high-income countries. The
coefficient of the log of initial GDP per capita as expected is negative
and statistically significant, which implies higher level of GDP per capita
growth rate for lower level of initial GDP given other variables. More-



over, the results indicate that most control variables have no significant
effect on economic growth.

2.4.2 Stock Market Development and Economic Growth

I present the OLS, Within Group and one-step System GMM results for
the relationship between stock market development and economic growth
across income levels in Tables 2.5 and 2.6. The results show that coef-
ficient of the measure of stock market development is positive in both
middle- and high-income countries, which implies that development in
stock markets contributes subsequent economic growth in both middle-
and high-income countries.

Table 2.5: Stock Market Development and Economic Growth: Middle-
Income Economies

Variable OLS Within-Group (FE) System GMM
Constant 0.145 1.595 -0.777

(0.083)* (0.479)*** (0.776)
Initial real GDP per capita -0.013 -0.189 -0.015

(0.006)*** (0.058)*** (0.102)***
Market-aggregate 0.006 0.028 0.047

(0.003)* (0.006)*** (0.023)**
Education 0.023 0.004 -0.098

(0.009)** (0.026) (0.094)
Trade 0.002 -0.002 -0.015

(0.010) (0.033) (0.062)
Government -0.001 0.0001 0.453

(0.012) (0.035) (0.264)*
Inflation -0.018 -0.008 0.104

(0.009)* (0.009) (0.100)
Observations 200 200 200
R-squared 0.9925 0.9357
F-statistic 2517.75*** 258.58*** 42.41***
Number of Groups 38
Number of Instruments 19
Hansen test p-value 0.960
Difference-in-Hansen test p-value 0.972
AR(1) 0.561
AR(2) 0.059

Note: The dependent variable is the three-year (non-overlapping) average of real per capita GDP growth for 1991-2011 for each country, which
yields seven observations per country. Three-year averages for all of the independent variables are computed over the same as the dependent
variable. Robust standard errors are given within parentheses. Definitions of variables are same as in Table A.2. Specification statistics including
R-squared, F-statistics, number of groups, number of instruments, Hansen test p-value and Difference in Hansen test p-value tests of over-
identification test, AR(1) and AR(2) test of the error terms are also reported.Time dummies for seven time points are included in the model. *, **,
and *** denote statistically significant coefficient at 10%, 5% and 1% levels, respectively.

Table 2.5 provides results of the regressions for the impact of stock
market development on economic growth in middle-income countries



using the OLS, Within Group and one-step System GMM. The results
indicate a positive and significant relationship between stock market de-
velopment and economic growth. The coefficient of market-aggregate is
statistically significant at 10%, 1%, and 5% levels in the OLS, FE and one-
step System GMM estimates, respectively. This finding is in line with the
continued increase in attention to stock market development over the
last 20-25 years, especially in developing countries.

Table 2.6: Stock Market Development and Economic Growth: High-Income
Economies

Variable OLS Within-Group (FE) System GMM
Constant 0.432 2.030 2.649

(0.094)*** (0.432)*** (0.661)***
Initial real GDP per capita -0.033 -0.189 -0.236

(0.007)*** (0.045)*** (0.053)***
Market-aggregate 0.006 0.024 0.064

(0.004) (0.009)** (0.031)**
Education 0.009 0.034 -0.004

(0.004)** (0.018)* (0.031)
Trade -0.007 -0.051 -0.047

(0.007) (0.033) (0.036)
Government -0.016 0.026 0.052

(0.008)* (0.019) (0.048)
Inflation 0.001 -0.015 -0.061

(0.004) (0.007)* (0.067)
Observations 178 178 178
R-squared 0.9945 0.9473
F-statistic 2895.23*** 158.13*** 89.81***
Number of Groups 38
Number of Instruments 21
Hansen test p-value 0.674
Difference-in-Hansen test p-value 0.777
AR(1) 0.356
AR(2) 0.662

Note: The dependent variable is the three-year (non-overlapping) average of real per capita GDP growth for 1991-2011 for each country, which
yields seven observations per country. Three-year averages for all of the independent variables are computed over the same as the dependent
variable. Robust standard errors are given within parentheses. Definitions of variables are same as in Table A.2. Specification statistics including
R-squared, F-statistics, number of groups, number of instruments, Hansen test p-value and Difference in Hansen test p-value tests of over-
identification test, AR(1) and AR(2) test of the error terms are also reported.Time dummies for seven time points are included in the model. *, **,
and *** denote statistically significant coefficient at 10%, 5% and 1% levels, respectively.

The results for the relationship between stock market development
and economic growth in high-income countries are shown in Table 2.6.
I find a positive and statistically significant effect of stock market devel-
opment on growth. The coefficient of market-aggregate is 0.064 in high-
income countries while it is 0.047 in middle-income countries. In other
words, stock market development has a larger positive effect on growth
in high-income compared to middle-income countries. This finding may



reflect the difference between market based financial systems in devel-
oped countries and bank based financial systems in developing coun-
tries.

To test the consistency of the System GMM estimator, I report p-value
of Hansen test and p-value of AR(1) and AR(2) tests. As can be seen
from the last columns of Tables 2.2-2.7, the econometric specifications,
including over-identification and serial correlation issues, are valid for
all regressions where Hansen-p test p-value and AR(2) test p-value are
always above the 0.05 level, which supports the interpretation of the es-
timated coefficients as being free from endogeneity bias.

On average, the results indicate that stock markets are significant de-
terminants of economic growth in middle- and high-income countries.
However, the analyses present a negative and significant effect of bank-
ing development on growth in high-income countries, while the coeffi-
cients of the banking development measure are positive and significant
both in low- and middle-income countries.

2.4.3 Financial Development and Economic Growth

As mentioned in the introduction, I aim to investigate the simultaneous
and separate impacts of banks and stock markets on economic growth.
In parts (2.4.1) and (2.4.2), I find that banking and stock markets may
show different impacts on growth across income levels. To examine the
simultaneous impact of banks and stock markets on growth, I use the full
sample that consists of 146 countries for the period of 1991-2011. In ad-
dition to the worldwide-pooled regression, I also examine this relation-
ship across income levels in order to see whether it is important to study
finance-growth nexus by income groups as opposed to an aggregation
of worldwide countries. All variables are averaged over the three-year
(non-overlapping) period as described previously.

To construct a satisfactory measure of overall financial development
in banking and stock market, I use nine financial development indica-
tors23 (six indicators for banking and three indicators for stock market) to

23The financial development variables are the ones that I use for bank development and
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be employed in principal component analysis. I employ the same proce-
dure as described in part (2.3.3). The first principal component explains
68% of the variation in the original data, and it is chosen to represent the
overall financial development in the sample (see Table A.6).24

Table 2.7 presents the results of regressions. The worldwide-pooled
regression shows that overall financial development, measured by the
first principal component, is positively associated with economic growth
as shown in Column 1 of Table 2.7. The coefficient of finance-aggregate
is statistically significant at 5% level. This result suggests that when I
consider the mix of developed and developing countries, the simulta-
neous effect of stock markets and banks on growth is positive and sta-
tistically significant, consistent with the results of several studies in the
literature such as Beck and Levine (2004), Levine and Zervos (1998), and
King and Levine (1993), among others. Columns 2, 3, and 4 of Table 2.7
present regression results for low-, middle-, and high-income countries,
respectively. There is evidence that high-income countries as a group
obtain negative growth from increasing level of financial development
while there is no evidence of statistically significant relationship between
financial development and growth for low- and middle-income coun-
tries. However, in Table 2.6, I find a positive and statistically significant
relationship between stock market development and growth in high-
income countries. Moreover, the results presented in Tables 2 and 3 show
that banking development is positively and significantly associated with
growth in low- and middle-income countries. Hence, as regards the dif-
ferent results from separate and simultaneous effects of banks and stock
markets, I can say that most of the high/middle/low income countries,
especially the ones in these samples, still have bank based financial sys-
tems, which is quite consistent with the related literature.

stock market development in the previous parts.
24Although PCA results suggest that first and second principal components should be

taken (since second component has also an eigenvalue greater than 1 and its marginal con-
tribution is 14 percent to the variance), the significance level and sign of the estimated coef-
ficients did not change dramatically when I rerun the regressions with these two principal
components. Hence, for the sake of clarity and interpretability of the regression results, I
only present the results that obtained by using the first principal component as a measure
of overall financial development.
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Table 2.7: Financial Development and Economic Growth: Simultaneous Im-
pact of Banks and Stock Markets on Growth

Variable Full Sample Low-Income Middle-Income High-Income
Constant 1.942 5.023 4.798 -0.067

(1.105)* (9.990) (7.221) (0.621)
Initial real GDP per capita -0.110 -0.354 -0.754 0.034

(0.092)*** (0.905) (0.983) (0.056)***
Finance-aggregate 0.087 0.036 0.066 -0.063

(0.034)** (0.108) (0.134) (0.029)**
Education -0.009 0.031 -0.022 0.001

(0.049) (0.484) (0.678) (0.016)
Trade -0.019 -0.420 0.007 -0.017

(0.043) (0.578) (0.009) (0.020)
Government -0.086 0.146 0.279 -0.004

(0.079) (0.284) (1.017) (0.027)
Inflation -0.248 -0.343 -0.057 -0.021

(0.227) (0.137)** (0.791) (0.022)
Observations 406 33 219 154
F-statistic 69.46*** 14.94*** 16.92*** 143.13***
Number of Groups 92 8 48 36
Number of Instruments 21 14 14 21
Hansen test p-value 0.511 1.000 0.690 0.233
AR(1) 0.414 0.582 0.937 0.972
AR(2) 0.611 0.154 0.422 0.595

Note: The dependent variable is the three-year (non-overlapping) average of real per capita GDP growth for 1991-2011 for each country, which
yields seven observations per country. Three-year averages for all of the independent variables are computed over the same as the dependent
variable. Robust standard errors are given within parentheses. Definitions of variables are same as in Table A.2. Specification statistics including
R-squared, F-statistics, number of groups, number of instruments, Hansen test p-value and Difference in Hansen test p-value tests of over-
identification test, AR(1) and AR(2) test of the error terms are also reported.Time dummies for seven time points are included in the model. *, **,
and *** denote statistically significant coefficient at 10%, 5% and 1% levels, respectively.

Combining the results in Table 2.2 to Table 2.7, one can say that it is
not an easy task to properly test the impacts of banks and stock markets
on economic growth. Moreover, the results show that one should take
into account the varying impacts of financial development on growth
across income levels; otherwise, the results would be misleading. In
short, to examine the role of banks and stock markets in economic de-
velopment, it would be better to consider the separate and simultaneous
impacts of banks and stock markets, in addition to the effect of income
level of a country. These contradicting results support the need for the
further examinations of the impacts of both banks and stock markets on
economic growth.

2.4.4 Robustness Tests

In order to increase confidence in our results, I perform various robust-
ness tests. Firstly, I exclude the countries with more than two missing



data points over the analysed period from the sample and re-estimate the
models using the modified data, which now consists of 40 high-income,
65 middle-income and 20 low-income countries. There is no substantive
change in results when the countries with missing data are excluded.

Secondly, in place of pc1, I use other financial indicators, obtained
by employing principal component analysis. I use the indicators of fi-
nancial development most commonly found in the finance-growth lit-
erature: private credit to GDP ratio and stock market turnover ratio. I
employ the System GMM estimator for low-, middle-, and high-income
countries, and I see that the results do not change dramatically. I find a
positive and statistically significant relationship between private credit
to GDP ratio and growth in low- and middle-income countries while the
relationship is negative for high-income countries as shown in Table A.7
in Appendix A. Moreover, Table A.8 in Appendix A shows that stock
market turnover is positively and significantly associated with economic
growth both in middle- and high-income countries. The robustness tests
confirm the results I obtained with the financial development indices. In
sum, the panel results are robust to a variety of sensitivity analyses.

2.5 Concluding Remarks and Policy Implications

Economists have long debated whether financial development promotes
subsequent economic growth. Most studies conclude that on the whole,
financial development plays a key role in promoting growth. However,
some studies find a negative relationship between financial deepening
and economic growth. In this chapter, I examine the role of financial
development (stock markets & banks) in economic growth using com-
prehensive data for 146 countries over the period 1991-2011. I estimate
the impact of financial development on long-run economic growth rate
across three income levels; high-income, middle-income and low-income.
I employ principal component analysis to construct satisfactory mea-
sures of financial development in banking and stock markets. Most em-
pirical studies in the literature measure the level of financial develop-
ment through a single measure, the total credit to the private sector from
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banks and other financial institutions as a percentage of the GDP. How-
ever, due to the diversity of financial services provided by financial sys-
tems, the use of a single indicator for financial development could limit
the relevance of the results. To overcome this problem, I construct index
measures for banking development and stock market development us-
ing principal component analysis, which allows a large set of correlated
variables to be reduced to a smaller set of uncorrelated variables.

This analysis focuses on the relationship between stock markets, banks
and economic growth, in particular, how the relationships vary accord-
ing to income level over a period of two decades. The results show that
the coefficient of financial development index, both in stock market and
banking, is significant in all regressions. For banking development, the
results suggest that the relationship between banking development and
growth is positive and significant in low- and middle-income countries.
In contrast, the relationship is significant but negative in high-income
countries. These statistically significant and robust results may not ex-
actly fit the popular expectations, which may be predicted a positive ef-
fect of banking development on growth in high-income countries. How-
ever, the recent literature suggests that the effect of increased financial
development on growth may decrease with the level of economic devel-
opment in a country. The results of this study are consistent with the
findings of Hassan et al. (2011), who find a negative and statistically sig-
nificant relationship between banking development and growth.

The empirical results based on the System GMM estimates suggest
that the relationship between stock market development and economic
growth is positive and significant in both middle- and high-income coun-
tries. This result is consistent with Rioja and Valev (2014), who find
stock markets contribute to growth in high-income countries. Neverthe-
less, the evidence related to stock market development in this analysis
for middle-income and high-income countries suggest that stock mar-
ket development has a greater effect on growth in high-income countries
than middle-income countries. Moreover, consistent with Barro (1989),
Bekaert et al. (2005), and Beck and Levine (2004), I find that a low level
of initial GDP per capita is associated with a higher growth rate, given
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other variables. In order to increase confidence in the results, I perform
various robustness tests. The panel results of this study are robust to a
variety of sensitivity analyses.

I conclude that the impact of financial development on economic growth
varies across countries due to the heterogeneous nature of economic struc-
tures, financial markets, and so on. In other words, the results high-
light the importance of studying the relationship between finance and
growth by income groups as opposed to an aggregation of worldwide
economies. These results are important not only because they provide us
new evidence on the role of financial development in economic growth,
but also because policy decisions are based on the policymakers’ under-
standing of the ways in which finance contributes to economic growth
in a particular type of an economy. The results suggest some policy
implications. First, policymakers in middle- and low-income countries
should establish financial reforms to provide the basis for greater finan-
cial deepening both in banking sector and stock markets. Second, when
I use private credits to GDP ratio as a banking development measure in
the regressions for robustness test, I find that private credits to GDP ra-
tio is strongly associated with economic growth in middle-income coun-
tries. Hence, policymakers should reduce the impediments to credit ex-
pansion in these countries. Third, policymakers should also pursue ac-
tions to limit the size of banking sector in high-income countries whereas
they should aim to improve the growth effect of stock market activities.
Fourth, policymakers should focus on enterprise credit instead of lend-
ing to consumers, especially in high-income countries, since the propor-
tion of consumer credit in total credit is relatively high for developed
countries. Following such a course, these actions should result in bene-
fits in terms of higher and more sustainable long-run economic growth.

However, there are few important points that need to be emphasized
at this point. The analysis of the determinants of financial repression and
political institutions is outside the scope of this study, but is an important
and interesting issue for future research. This study focuses on a prelim-
inary analysis of the role of financial development in economic growth,
considering the income level of the countries.
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Chapter 3

Finance and Income
Inequality: Some Theory
and More Evidence

3.1 Introduction

Inequality is a persistent phenomenon and a fundamental issue of con-
cern. The issue of inequality is important in its own merits, but also be-
cause of its connections to economics, politics, and demographics. Keynes
(1936) argued that ”outstanding faults of the economic society in which
we live are its failure to provide for full employment and its arbitrary
and inequitable distribution of wealth and incomes”. Increasing income
and wealth inequalities feed the concerns of lack of opportunity and its
counter socio-economic/political impacts (see Stiglitz, 2012). In this re-
spect, Lucas (2002) considered the issue of inequality of distribution as
being most pernicious to a healthy economy. However, improving liv-
ing standards, the trend to consumerism (wider access to durable/non-
durable consumption materials) and the positive effects of credit finance
have minimal effect on the reality of inequality. Despite the fact that
many countries, especially emerging countries, have experienced rapid
economic growth over the past two decades, income inequality has been
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on the rise, or, at best, stagnant, in most countries since the early 1980s.1

The question of why the gap between rich and poor is growing despite
rises in GDP still remains an important issue for the policymakers.

Unequal access to finance has long been recognized as a critical mech-
anism for generating persistent income inequality and slower economic
growth. The capital market imperfections and lending constraints that
limit access to finance may affect inequality during economic develop-
ment. These imperfections may prevent those with low incomes from in-
vesting in human capital, health, and entrepreneurial activities. Even if
there is development in the size/liquidity of the financial system (specif-
ically involving banks/stock markets), this development may not help
the less well off because of the lack of democratized access to financial
services or products. In other words, if the access to financial services
for the poor is limited compared to the rest of the population, financial
development may not contribute to reducing inequality. Similarly, large
amount of credit do not always correspond to broad use of financial ser-
vices, as credit is often concentrated among the wealthiest people as well
as among the largest firms.2 In most countries, especially in emerging
and low-income countries, access to credit is based on collateral and the
assets (financial or non-financial) which have benefited from the devel-
opment of the financial system are disproportionately owned by the rich.
This may be one of the main sources of increasing income inequality in
these countries. On the other hand, the post 1980 period marked the
starting point of the liberalization era with a specific emphasis on the
importance of financial markets, resulting in accelerated financial deep-
ening. However, this also has not benefited all segments of the popula-
tion equally. As Stiglitz (2015) suggests, if a favoured (mostly politically

1While global inequality has declined mainly thanks to the development spurt of China
and India, inequality within individual countries has worsened in a remarkably consistent
fashion in both the developed and developing countries over the last three decades.

2According to the latest data provided by the World Bank’s Enterprise Surveys (see
www.enterprisesurveys.org for the detailed description of the surveys), 51 percent of firms
in high income OECD countries have access to bank loans or lines of credit while that
percentage is 20 for Middle East & North Africa countries. Similarly, the percentage of firms
identifying access to finance as major constraint is 41 in Sub-Saharan Africa compared to
17 percent in Eastern Europe & Central Asia.
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connected individuals) few get access to credit, our system of credit cre-
ation may perversely create not only inequality at the top, but also at the
bottom. Beside all the above, the exact impact of financial development
on income inequality has not been well defined in either empirical stud-
ies or the theoretical literature by which contradicting predictions are
provided. In that aspect, it is important to consider the link between fi-
nancial sector development and income inequality in a systematic frame-
work.

Financial development may impact income inequality through two
channels; indirect effect through GDP growth, assuming that growth is
good for the poor (for a survey of the main theoretical arguments, see
Levine, 1997), and direct effect through relaxing the access barriers to the
credit market. In this chapter, I focus only on the direct effect of financial
development on inequality.

The aim of this chapter is twofold. First, it aims to analyse in a sim-
ple model how the interaction between financial development and en-
trepreneurial talent determines the distribution of income. Second, it
aims to present robust empirical evidence for the relationship between fi-
nancial development and income inequality, taking into account the role
of individuals’ talent in reducing inequality.

To do that, I first build an occupational choice model in which indi-
viduals choose between being an entrepreneur, being self-employed, or
being a worker depending on their initial wealth and talent. In the mo-
del, there are two ways in which production can take place. It can take
place either in firms that have an optimal amount of capital and labour
to operate or in a one-man business which does not require capital and
labour. Since running a firm requires a minimal capital investment in
order to operate, individuals may finance their investments by renting
capital from lenders. An entrepreneur uses his initial wealth as collat-
eral in return for a loan to set up a firm and pay for working capital. He
hires labour at the prevailing fixed wage, which he pays out of earned
revenues, receiving the balance as profit. However, under financial im-
perfection such that individuals are faced with a borrowing constraint,
it may be impossible for poor individuals to have access to finance. I
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model financial frictions in the form of collateral constraints arising from
imperfect enforceability of contracts. I define the level of financial devel-
opment as the amount of collateral required to get credit from the finan-
cial sector.3 The lack of collateral prevents some would-be entrepreneurs
from realizing their projects. Similarly, wealthy borrowers crowd out tal-
ented poor ones because of financial imperfection, which is modelled by
collateral constraints. A decline in the amount of collateral (namely, re-
laxing credit constraints) reduces income inequality as individuals with
relatively low wealth become more likely to obtain credit, set up firms
and receive higher incomes, that is, relatively poor individuals can be en-
trepreneurs thanks to financial development. In addition, relaxing credit
constraints benefits the talented poor whereas wealthy but relatively un-
talented entrepreneurs may lose due to (i) falling chance of getting credit
due to the growing number of credit applications (ii) decreasing mar-
ket share of each entrepreneur in the economy, which results in reduced
income inequality.4 In this respect, financial development alleviates capi-
tal misallocation; a fraction of capital is reallocated from less talented but
wealthy entrepreneurs to more talented but less wealthy individuals. On
the other hand, if the amount of collateral increases, then wealthy indi-
viduals become even wealthier by running firms and obtaining higher in-
come. This is because a high value of collateral only enables a very small
number of individuals to become entrepreneurs, allowing them to in-
vest more capital in production and make more profits, leading to higher
income inequality. In the equilibrium of this setting, only talented indi-
viduals with a certain level of wealth choose to set up firms and become
entrepreneurs. Untalented individuals, or those who are talented but
wealth-constrained, choose to become self-employed or look for a job as

3The theoretical literature has used several measures of financial development. For in-
stance, Banerjee and Newman (1993) and Townsend and Ueda (2006) used the size of credit
participation cost whereas Lloyd-Ellis and Bernhardt (2000), Bianchi (2010), and Dabla-
Norris et al. (2015) used the amount of collateral to measure the level of financial develop-
ment.

4When the fraction of individuals who prefer to be entrepreneurs increases in the econ-
omy, the market share of each entrepreneur will decrease due to competition among en-
trepreneurs, prices will eventually fall, and so income and wealth inequality may start to
decline. Moreover, as long as the number of entrepreneurs increases the labour demand
increases, too.
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employee in one of these firms. Hence, financial development increases
the earning opportunities for the talented poor by decreasing the amount
of collateral. As collateral increases, capital endowments play an impor-
tant role in determining who will become entrepreneurs although it is
individuals’ talent that should be a decisive factor.5 In other words, as
financial systems develop, entrepreneurial talent becomes more impor-
tant than individual’s wealth in becoming entrepreneurs. Thus, financial
development may induce the efficient matching between entrepreneurial
talent and production technologies, resulting in less income inequality.

I then use the theory to quantify the importance of financial devel-
opment and individuals’ talent for cross-country income inequality dif-
ferences. A central ingredient in the empirical analysis is the observed
achievement levels (talent) constructed from the Program of International
Student Assessment (PISA) scores in a sample of 46 countries. Heuristi-
cally speaking, none of the empirical studies in the literature has ever
tried to link the theory to the empirics. This is indeed very surpris-
ing, if not disappointing, as there are extensively developed occupational
choice and income inequality approaches under imperfect financial mar-
kets. Hence, integrating theory with empirics, albeit in a very simple
manner, is the very important motivation of this chapter.

Empirically, using a cross-country panel data set of 46 developed and
developing countries over the period 1998-2012, I provide a robust sup-
port in favour of the negative relationship between financial develop-
ment and income inequality. To deal with the potential endogeneity (or
reverse causality) between financial development and income inequality,
and to address the problem of unobserved country specific effects in the
data, I utilize the instrumental variable estimations in a panel data frame-
work. In addition, I employ principal component analysis to construct
satisfactory and reliable measures of financial development. The use of
principal component analysis to build an aggregate index of financial
development is one of the aspects of the empirical part of this study. Us-

5I assume in the model that while profits are verifiable talent cannot be observed by the
lenders, indicating the existence of asymmetric information between lenders and borrow-
ers. Hence, the lenders cannot decide whether to lend to applicants upon analysing their
entrepreneurial talent.
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ing only one financial development indicator may not be closely related
to the complete information of financial services. On the other hand,
if I had used more than one indicator of financial development in the
econometric analyses, I could have faced the multicollinearity problem
since financial development variables are highly correlated. Moreover,
I control for the effect of individuals’ talent on income inequality since
the theoretical model presented in this chapter suggests that individuals’
talent plays an important role in reducing inequality.

The remainder of the chapter is organized as follows. The next sec-
tion provides a brief overview of the related literature. In the third sec-
tion I build a simple theoretical framework which I want to utilize to ac-
count for the proposed relationship between financial development and
inequality. In the fourth section I conduct an empirical analysis and es-
tablish a robust relationship between financial development and income
inequality, even after controlling for various variables that might affect
income inequality. Finally, I provide concluding remarks and policy im-
plications in the last section.

3.2 Literature Review

A growing theoretical literature has studied the link between financial
development and income inequality in models of occupational choice
and financial frictions, though the current literature provides conflict-
ing predictions. Several theoretical models suggest that financial system
development can help to reduce income inequality as well as to boost
economic growth, due to several positive externalities. For example,
by improving the efficiency of capital allocation and relaxing the con-
straints of funding from financial markets, financial development may
reduce income inequality through improving collateral use and credit
histories (Galor and Zeira, 1993; Aghion and Bolton, 1997; Galor and
Moav, 2004). The study of Banerjee and Newman (1993) is shown as
a milestone in the theoretical literature of finance-inequality nexus that
is built on the occupational choice models.6 BN (1993) focus on how

6Henceforth, BN (1993).
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the long-run distribution of wealth is related to technology parameters.
They find that because of the non-convexities in the feasible technology
choices of entrepreneurs, the long-run distributions of wealth may de-
pend on initial conditions. Their model features one-period lived, risk-
neutral agents who ex ante differ only in their initial wealth. They, how-
ever, did not take into account the efficiency of individuals, namely that
individual’s talent. BN (1993) underline that countries with larger finan-
cial market imperfections such as information asymmetries and trans-
actions costs that limit access to finance are more exposed to income
inequality. Aghion and Bolton (1997) use a similar framework as BN
(1993) and find that as wealth accumulates, demand for credit declines
and supply rises, so that interest rates fall and, although it may initially
rise, wealth inequality eventually falls. They also did not consider the
differences in entrepreneurial efficiency.7 However, unlike theirs, my
model considers not only the distribution of initial wealth but also the
distribution of entrepreneurial skills.

Moreover, Lloyd-Ellis and Bernhardt (2000) extend the model of BN
(1993) to characterize an equilibrium development process driven by
the interaction between wealth, entrepreneurial talent and credit con-
straints. In their model, when efficient entrepreneurs are relatively abun-
dant income inequality traces out a Kuznets curve. They suggest that
the economy can reach equilibrium with an efficient structure of produc-
tion or get stuck with a dual structure, depending on the distribution
of entrepreneurial efficiency. However, Lloyd-Ellis and Bernhardt (2000)
do not consider the interaction between entrepreneurial talent and pro-
duction technology, that is, the output produced does not depend on
entrepreneurial talent in their model. Similarly, Bianchi (2010) builds
an occupational choice model in which he explores the role of financial
development in promoting efficient allocation of talent. His model is

7Moreover, as an important contributor to the related literature, Greenwood and Jo-
vanovic (1989) predict a non-linear effect of financial development on inequality, in which
income inequality first increases and then decreases as higher levels of economic devel-
opment are reached and larger segments of society can access the growing financial mar-
kets. Consequently, the model of Greenwood and Jovanovic (1989) predicts an inverted
U-shaped relationship between financial development and income inequality.

44



closely related to that of Lloyd-Ellis and Bernhardt (2000), however, he
focuses only on the economic development process rather than the dis-
tribution of income. He analyses the interaction between entrepreneurial
talent, production technologies and credit constraints in shaping the pro-
cess of economic development. He suggests that financial development
promotes higher production and social mobility by relaxing credit con-
straints. Much more recently, Dabla-Norris et al. (2015) develop a micro-
founded general equilibrium model with heterogeneous agents to eval-
uate the policy impacts of relaxing financial constraints on GDP and in-
come inequality. They focus on three dimensions of financial inclusion
(access, depth, and efficiency), and suggest that alleviating different fi-
nancial frictions have a differential impact across countries, with country
specific characteristics playing a central role in determining the linkages
among financial development, GDP, and income inequality.

The simple theoretical model presented in this chapter builds on this
occupational choice framework, but with novel features. My model is
most closely related to those of Lloyd-Ellis and Bernhardt (2000) and
Bianchi (2010). A crucial distinction between my model and theirs is the
linkage between probability of production success and entrepreneurial
talent, though these studies did not consider the case of production fail-
ure in their production technologies. In my model, unlike in the existing
literature, the probability of success is associated with an individual’s tal-
ent such that the higher the talent, the higher the probability of success.
This assumption strengthens the importance of individual talent for the
presented model. Moreover, the fraction of the entrepreneurs who expe-
rience positive return (or zero return) is also linked to the entrepreneurial
talent. Therefore, to the best of my knowledge, this study is the first to
analyse financial development and inequality linkage by associating en-
trepreneurial talent with both productivity and success.

The question of whether deeper financial markets lead to less income
inequality has also been examined throughout the empirical literature.
By employing data for 40 developed and developing countries for the
period 1947-1994, Li et al. (1998) find that financial development leads
to less income inequality. Clarke et al. (2006) examine the relationship
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between finance and income inequality for 83 developed and develop-
ing countries for the 1960-1995 period, and find that, in the long-run,
inequality is less when financial development is greater, consistent with
Galor and Zeira (1993) and Banerjee and Newman (1993). According
to Beck et al. (2007), financial development disproportionately raises the
income of the poorest quantile and reduces income inequality. Similarly,
Deininger and Squire (1998), Dollar and Kraay (2002), White and Ander-
son (2001) and Ravallion (2001) have explained that finance has a positive
effect on poverty reduction. Kappel (2010) finds that financial develop-
ment can reduce both poverty and income inequality, but the effect of
financial development on poverty in particular is not only significant in
and of itself, but also clearly greater than the effect on income inequal-
ity. However, and interestingly, none of the existing studies took into
account the role of individuals’ talent in reducing income inequality. As
I mentioned in the introduction, I use mean PISA scores of each coun-
try to control for the effect of individuals’ talent on income inequality by
including it as a control variable in the regressions.

In contrast, other studies predict that financial development may fail
to reduce income inequality. Claessens and Perotti (2007) argue that in
countries with historically high levels of inequality, distortion in the insti-
tutional environment produces unequal access to finance, and ultimately
leads to unequal opportunities, which in turn reinforces any initial eco-
nomic inequality. The authors believe that limited access to funding and
financial services not only reflects economic constraints, but also barriers
erected by insiders. Charlton (2008) argues that stock market liquidity
does not directly benefit the poor in developing countries. Law et al.
(2009) examine the role of bank and stock market developments on in-
come inequality in Malaysia for the period 1980-2000, finding that devel-
opments in banks and stock markets are not significantly associated with
income inequality. Discussions on this nexus have been connected with
socio-economic/political settings in their broadest meanings, for each
country. Acemoglu and Robinson (2013) attempt to theorize prosperity’s
link with inclusive economic and political institutions, suggesting that
the latter can enforce property rights, create a level playing field, and
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encourage investments in new technologies and skills and are therefore
more conducive to economic growth than extractive economic institu-
tions. Such institutions also pave the way for technology and education
as the engines of prosperity. However, it has been long recognized that
creating prosperity does not necessarily create equal distribution of in-
come/wealth in a society. Stiglitz (2012) contends that the financial sec-
tor has contributed so powerfully to inequality in the US through sev-
eral channels. The author underlines that while financial firms pursue
their own benefits via several rent seeking channels, an inefficient regula-
tion/supervision/enforcement framework and regulatory capture have
also played roles, with consequences for distribution.

3.3 The Model

I study a simple model of occupational choice under financial imperfec-
tions in order to analyse how the interaction between financial develop-
ment and entrepreneurial talent determines the distribution of income.
Imperfection in financial markets is modelled with a collateral constraint
on capital rental, and it applies equally to all individuals in the economy.

The economy is populated by a continuum of n individuals, who are
heterogeneous in terms of initial wealth b and talent z. Wealth is drawn
from a cumulative distribution function F with support on R+; talent
from a cumulative distribution function G with support on the interval
[0, 1]. These distributions are assumed to be statistically independent.

3.3.1 Individuals

In the model, each individual is endowed with one unit of labour, which
can be used either to set up a firm, or to run a one-man business or to
look for a job in one such firm, depending on individual’s initial wealth8

and talent. Individuals who set up a firm are called entrepreneurs, de-
noting their population share and utility with x1 and πe, respectively.

8The amount of initial wealth can also be considered as the initial capital of an individ-
ual.
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Individuals who work as an employee in a firm are called workers, de-
noting their population share and utility with x2 and w, respectively. In-
dividuals who run a one-man business are called self-employed, denot-
ing their population share with x3. The self-employed individuals can
only produce enough for their own consumption, so that the production
in one-man businesses is inefficient.9 To emphasize this I normalize such
a quantity to δ, where w � δ > 0, deviating from Bianchi (2010). Indi-
viduals are assumed to be risk-neutral and their expected utility equal to
expected income.

Following Bianchi (2010), I assume that there is a single good in the
economy which can be produced by firms and one-man businesses. The
product market is described by a decreasing inverse demand function
p = P (Q), where Q is the total quantity of output demand and p is the
price of the good. I assume that each firm in the economy has the same
size in terms of capital and labour; it employs k unit of capital and lwork-
ers to produce. Each worker supplies one unit of labour, and the work-
ers’ wage is equal to w, which is fixed and exogenous, implying that the
labour market may not clear. The credit market is competitive so that the
price of capital r is fixed and given exogenously by the competitive credit
market. Production becomes successful with probability θ and fails with
probability 1 − θ in which case the output is zero but the entrepreneur
still has to pay for workers. Therefore, an aggregate θ fraction of the
entrepreneurs experiences positive return while the 1 − θ fraction of the
entrepreneurs experiences zero return. To simplify the model, I assume
that the entrepreneur loses all installed capital when production fails,
and the capital fully depreciates for all firms (independent of production
failure) at the end of the period. In addition, the output produced de-
pends on the individual’s talent. A firm run by an entrepreneur with

9To gain a better understanding of the role of self-employed individuals in the model,
one can consider the example of a teacher, who applies for a job at a school but is not
assigned one because he is either less talented or the demand for teachers is low, keeping
in mind that he is not wealthy enough to set up a new school. Hence, he can run a one-man
business and give private courses to a few numbers of students, becoming self-employed.
However, giving private courses is less efficient since he would teach more students if he
worked at a school. Evidently he requires no capital, no employees and his output does
not depend on his entrepreneurial talent.
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talent z produces according to a production function f(z, k, l) = zf(k, l),
which is assumed to be strictly increasing in all arguments, and strictly
concave in capital and labour, with f(0, k, l) = 0. I normalize f(k, l) = 1

for the sake of the tractability and simplicity of the model. The expected
profit function for an entrepreneur can be written as

Eθ[π
e(θ, z, w, r, p)] = θ[pz − wl − rk] + (1− θ)[−wl − rk], (3.1)

where p denotes the price of the good, w denotes workers’ wages, and r

is the market interest rate.
I also assume, deviating from the existing theoretical literature on the

finance-inequality nexus, that probability θ is a monotonically increasing
function of the individual’s talent z such that

0 ≤ θ = θ(z) = z ≤ 1, (3.2)

where 0 ≤ z ≤ 1.
Equation (3.2) shows that the probability of success increases as the

level of talent increases, namely that the higher the talent is, the higher
is the probability of success. This assumption strengthens the impor-
tance of individual talent for the model. Moreover, the fraction of the en-
trepreneurs who experience positive return (or zero return) is also linked
to the entrepreneurial talent.

Inserting into (3.1) the probability function as defined in (3.2), the
expected profit function of an entrepreneur can be represented by:

Eθ[π
e(z, w, r, p)] = z[pz − wl − rk] + (1− z)[−wl − rk]. (3.3)

As mentioned above, it is assumed in the model that each firm has the
same size in terms of capital and labour. That is, the number of workers
equals firms’ demand such that

x2 = lx1. (3.4)

Moreover, each individual is given one occupation, so

x1 + x2 + x3 = 1. (3.5)
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Following Bianchi (2010), I also assume that each individual has the
same probability of getting a job in case of excess supply. However, there
cannot be excess labour demand in this economy. Since there are work-
ers, self-employed individuals and entrepreneurs in the society, the num-
ber of entrepreneurs is always bounded above (such that x1 ≤ 1

1+l since
x1 + x2 + x3 = 1, or namely that x1 = 1 − x2 − x3). This is because
x1 + x1l + x3 = 1 implies that x1 = 1−x3

1+l ≤
1

1+l . Hence, labour de-
mand cannot exceed l

1+l ≥ lx1 = x2, and so the number of individuals
who prefer to become workers is always more than or equal to the firms’
demand.

On the other hand, the expected income of a non-entrepreneur (worker
or self-employed) can be defined as

Eθ[π
n.e.(.)] =

x2
1− x1

w +
x3

1− x1
δ, (3.6)

where ”n.e” denotes the non-entrepreneur.10

Inserting (3.4) into (3.6) and using (3.5) give,

Eθ[π
n.e.(x1, w, δ)] =

x1(wl − δl − δ) + δ

1− x1
. (3.7)

There is a bank, representing the financial sector, in the economy
which intermediates economic activity for some set of individuals. The
production of a particular entrepreneur fails or not is only known to
the entrepreneur himself. If production fails, which depends on the en-
trepreneur’s talent in the model, an entrepreneur could pay less than
the borrowed amount due to limited liability. Since the lie cannot be
discovered by the bank, an entrepreneur could claim that he had zero-
return and he would enjoy private gains on his externally financed frac-
tion of entrepreneurial output, indicating the possibility of moral hazard.
Hence, the bank cannot observe individuals’ talent as well as the exact
amount of business profit, which is associated with entrepreneurial tal-
ent. However, the bank can observe the average talent of the agents in

10The expected income of a non-entrepreneur is equal to the utility of being worker w,
weighted by the probability of being hired x2

1−x1
plus the utility of being self-employed, δ,

weighted by the probability of being self-employed x3
1−x1

.
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the economy. Therefore, the bank has to estimate the risk of the poten-
tial capital diverting (or escaping the repayment obligation) and ask the
entrepreneurs to post a certain amount of collateral in order to borrow.
To be more specific, when production succeeds, entrepreneurs can repay
the credit. However, if production fails, the required repayment can be
covered by the value of collateral. In short, access to credit is based on
collateral. However, one should keep in his mind that if banks could ob-
serve entrepreneurial talent, the market would function perfectly as only
sufficiently talented individuals would get a loan and these individuals
would never divert capital.

Hence, an individual with an initial wealth of b can ask for a loan of
k in order to set up a firm. However, individuals only with sufficient
wealth can get credit by providing a certain amount of collateral. Let the
lower bound on wealth be b such that

b ≥ b. (3.8)

The lower is b, the lower is the amount of collateral required to get
credit from the financial sector, and the higher is the financial develop-
ment, and so the higher is the fraction of individuals who can consider
setting up a firm. For the sake of simplicity and to focus on the main
purpose of this study, let us take the equilibrium level of financial devel-
opment as given exogenously and set it to the lower bound on wealth b,
which is defined by (3.8).11 This assumption does not interfere with the
main objective of this study since the presented model aims to explore
the effect of financial development on income inequality to the extent its
effects on the equilibrium number of entrepreneurs.

To sum up, I build a simple occupational choice model under im-
perfect financial markets, in which individuals choose between becom-
ing entrepreneurs, self-employed or workers depending on their initial

11The equilibrium amount of collateral (namely that the equilibrium level of financial
development) can be defined endogenously in the model by considering the role of capital
diversion by which an individual may generate private non verifiable returns. However,
the main object of this study is not the derivation of the optimal level of financial develop-
ment, but the effect of financial development on the share of entrepreneurs, so on income
inequality.
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wealth and talent. In the economy, labor market and credit market may
not clear such that w and r are fixed and given exogenously.

3.3.2 Equilibrium

In equilibrium, each individual, given his initial wealth and talent, chooses
between being an entrepreneur, a worker or self-employed in order to
maximize his expected utility. If the poor but talented individuals cannot
borrow from the financial system due to the high amount of collateral re-
quired, they apply for a job as employee and enjoy w, and, if they are not
assigned one, they become self-employed and enjoy δ > 0. On the other
hand, if they are able to obtain credit, they can set up a firm and enjoy an
expected income of πe. The amount of collateral is more likely to exclude
poor individuals as well as entrepreneurs with low level of wealth from
accessing to financial services. As long as some entrepreneurs are ex-
cluded from production technologies, the overall output will decrease,
the prices will eventually go up, business profits of the entrepreneurs
will increase, and so income and wealth inequality may start to rise. As
financial system develops more individuals can get access to credit and
set up firm, the labour demand will increase, some self-employed in-
dividuals will become workers, and hence, income inequality will de-
crease.

A (b, z) type of individual will choose to become an entrepreneur if
and only if his expected profit as an entrepreneur, Eθ[πe(z, w, r, p)], is
greater than the expected income of a non-entrepreneur (worker or self-
employed), Eθ[πn.e.(x1, w, δ)], given that b ≥ b.

If the financial sector works perfectly such that b = 0, then initial
wealth does not play an important role in becoming entrepreneurs, where
sufficiently talented individuals can become entrepreneurs. However,
in the case of financial imperfections, namely that b > 0, to be an en-
trepreneur requires initial wealth b ≥ b and talent z ≥ z, where z is
the minimum talent level for entrepreneurs. Intuitively, individuals of
a given talent z ≥ z choose to become entrepreneurs only if they are
wealthy enough to post the required amount of collateral for getting
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credit. Similarly, individuals of a given wealth level b ≥ b prefer to be-
come entrepreneurs only if their talent is high enough. In that aspect, in
the case of perfect financial markets, occupational choice depends only
on an individual’s talent but not on his wealth. That is, talented but poor
individuals are more likely to become entrepreneurs and operate their
businesses once obtaining credit from the financial sector becomes eas-
ier.

In order to characterize such equilibrium, let’s consider two cases for
individual i:

1) If bi ≥ b, then two options emerge for each individual;

a. IfEθ[πe(z, w, r, p)] ≥ Eθ[πn.e.(x1, w, δ)], then individual i prefers
to be an entrepreneur.

b. IfEθ[πe(z, w, r, p)] < Eθ[π
n.e.(x1, w, δ)], then individual i prefers

to be a non-entrepreneur. He applies for a job as employee,
and, if he is not assigned one, he becomes self-employed.

2) If bi < b, individual i cannot afford to set up a firm. Since w � δ

irrespective of z, individual i applies for a job as employee, and, if
he is not assigned one, he becomes self-employed.

The occupational choice of an individual in the case of bi < b is trivial.
However, a more interesting case concerns when bi ≥ b. Given his talent
z, an individual can be an entrepreneur if and only if

z[pz − wl − rk] + (1− z)[−wl − rk] ≥ x2
1− x1

w +
x3

1− x1
δ, (3.9)

where the left hand side (LHS) is the expected profit of an entrepreneur
while the right hand side (RHS) is the expected income of a non-entrepreneur.
Equation (3.9) implicitly defines a lower bound on the talent of entrepreneurs.

Proposition 1 Individuals of a given wealth level b ≥ b choose to become en-
trepreneurs only if their ability is high enough. So, the minimal level of talent
for an entrepreneur, z, can be defined as

z(x1, w, r, p, δ) = [
x1(−δl − δ − rk) + δ + wl + rk

p(1− x1)
]1/2. (3.10)
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Proof : An individual, given his wealth b ≥ b, prefers to become an en-
trepreneur if and only if

z[pz − wl − rk] + (1− z)[−wl − rk] ≥ x2
1− x1

w +
x3

1− x1
δ.

The minimum talent z can be found by solving the inequality above
in terms of z. By rewriting it, we have

pz2 − wl − rk ≥ x1(wl − δl − δ) + δ

1− x1
,

and after doing some algebra, we have

z2 ≥ x1(−δl − δ − rk) + δ + wl + rk

p(1− x1)
. (3.11)

Hence, z, the minimum talent for entrepreneurs is the solution to the
quadratic equation12 formulated in (3.11), and it can be defined as

z(x1, w, r, p, δ) = [
x1(−δl − δ − rk) + δ + wl + rk

p(1− x1)
]1/2.

According to Proposition 1, individuals with talent z < z always find
that working for a wage is better than operating a firm although his ini-
tial wealth is greater than the threshold wealth level. Although they are
financially unconstrained, namely that they are wealthy enough to set
up a firm, their talent is so low that they never find it optimal to become
an entrepreneur. Above this talent level, z, individuals with wealth b ≥ b
can become an entrepreneur while individuals with wealth b < b do not
find it optimal to become an entrepreneur, so they choose to be workers.

Hence, provided that an equilibrium exists, the share of entrepreneurs,
x1, is implicitly defined by Proposition 2.

Proposition 2 Given (3.9) and Proposition 1, the share of entrepreneurs x1
can be expressed as

x1 = Pr(b ≥ b)Pr(z ≥ z) = [1− F (b)][1−G(z)], (3.12)

12Although the quadratic function (3.11) has two roots, I only take the positive root since
talent is from a cumulative distribution function G with support on the interval [0, 1]
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where Pr(b ≥ b) is the share of individuals with wealth greater than or equal
to b, Pr(z ≥ z) is the share of individuals with talent greater than or equal
to the minimal talent required for entrepreneurs, b is drawn from a cumulative
distribution function F with support on R+; z is drawn from a cumulative dis-
tribution function G with support on the interval [0, 1], and these distributions
are statistically independent.

Before identifying the existence and uniqueness conditions for such
equilibrium, it is necessary to find how the minimal talent for entrepreneurs,
z, changes as the share of entrepreneur, x1, changes. When x1 increases,
x2 also increases, since x2 = lx1. If x1 and x2 increase, x3 must decrease
because of (3.5). In fact, when x1 increases, the incentive to set up a firm
decreases both because it increases competition and because it increases
the demand for workers, thereby reducing the probability of ending up
self-employed, given that πe > w � δ > 0. Therefore, less talented
but rich individuals are more likely to become workers, increasing the
average talent of the entrepreneurs, hence, the minimal talent level z.
Therefore, given Proposition 1, the minimal talent level increases with
the share of entrepreneurs. This is shown in the next Lemma.

Lemma 1 The minimum level of talent for entrepreneurs is increasing in the
share of entrepreneurs such that ∂z

∂x1
> 0.

Proof : Differentiating both sides of (3.10) with respect to x1 gives;

∂z(x1, w, r, p, δ)

∂x1
=

∂

∂x1
([
x1(−δl − δ − rk) + δ + wl + rk

p(1− x1)
]1/2)

That is,

∂z

∂x1
=

1

2
[
x1(−δl − δ − rk) + δ + wl + rk

p(1− x1)
]−1/2

[
pl(w − δ)
p2(1− x1)2

−
( ∂p∂x1

(1− x1)x1(−δl − δ − rk) + δ + wl + rk)

p2(1− x1)2
].

(3.13)
It is clear that 1

2 [x1(−δl−δ−rk)+δ+wl+rk
p(1−x1)

]−1/2 is positive since z > 0.

Moreover pl(w−δ)
p2(1−x1)2

is positive since w � δ > 0 and x1 < 1. Remem-
bering that p decreases in total output Q and decreases in the share of
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entrepreneurs in the economy, that is, ∂p
∂x1

is negative. Hence, the RHS of
(3.13) is positive, namely that ∂z

∂x1
> 0.

Proposition 3 The equilibrium exists and it is unique. It is defined by (3.4),
(3.5), and (3.12).

Proof : Under what conditions can we be sure that a solution to (3.12) ex-
ists and the solution is unique? In order to characterize such equilibrium
for the share of entrepreneurs in the economy, one should identify the
conditions for the existence and uniqueness of equilibrium.

i) Existence of such equilibrium:

It is assumed in the model that each firm in the economy uses the
same unit of capital and labour, and the number of workers equals
firms’ demand so that x2 = lx1. Moreover, in the economy every-
one is given one occupation so that x1 + x2 + x3 = 1, or namely
that x1 = 1 − x2 − x3. That is, the share of entrepreneurs is al-
ways bounded from above such that x1 ≤ 1

1+l . Thus, the number
of individuals who prefer to become workers is always more than
or equal to the firms’ demand so x2 = lx1 ≤ l

1+l . In other words,
there cannot be excess labour demand in the economy. Further-
more, labour supply is always (1 − x1), which never falls short of
l

1+l . Hence, there exists at least one equilibrium and it is defined
by (3.12).

ii) Uniqueness of such equilibrium:

The share of entrepreneurs is also bounded from below because
when there are no entrepreneurs in the economy (x1 = 0) it is most
profitable to be entrepreneurs in which case relatively less level of
talent is required compared to z derived by (3.10), resulting in pos-
itive probability of setting up a firm, and so positive value of x1.
Moreover, the indifference condition for individuals (between be-
coming entrepreneurs or non-entrepreneurs) can be defined as

pz2 − wl − rk =
x1(wl − δl − δ) + δ

1− x1
.
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It is clear to see that the LHS of the indifference condition is in-
creasing in z, the RHS of it is decreasing in z because the function
x1 = [1−F (b)][1−G(z) decreases clearly with z, and both sides are
defined and continuous for all z and x1 ∈ (0, 1). Furthermore, an
increase in the share of entrepreneurs increases the minimal level
of talent, z, that is ∂z

∂x1
> 0, which is shown in Lemma 1. Hence,

x1 is bounded both from below and above, and z is increasing in it,
implying that there exists a unique equilibrium in the economy.

Now, let’s suppose that the probability of success is independent of
talent and is set to one as in Lloyd-Ellis and Bernhardt (2000) and Bianchi
(2010). By doing so, I want to explore the effect of the relationship be-
tween individuals’ talent and probability of success on the equilibrium
outcome, which is the most crucial distinction between my model and
the related literature.

Inserting into (3.1) the probability function θ = 1, the profit function
of an entrepreneur can be represented by:

πe = pz − wl − rk

Hence, an individual, given his wealth b, prefers to become an entrepreneur
if and only if

pz − wl − rk ≥ x1(wl − δl − δ) + δ

1− x1
,

where the left hand side is the expected income of an entrepreneur, and
the right hand side is the expected income of a non-entrepreneur.

In this case, the minimal talent, let’s name it as z1, can be found by
inserting x2 = lx1 and solving the inequality condition above in terms
of z, remembering that b is given exogenously. Hence, when the produc-
tion success is independent of individuals’ talent the minimal talent for
entrepreneurs z1 can be defined as

z1 =
x1(−δl − δ − rk) + wl + rk

p(1− x1)
. (3.14)

Lemma 2 The relationship between talent z and probability of success θ changes
the equilibrium share of entrepreneurs in the economy such that if the probability
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of production success is independent of individuals’ talent (particularly when it
is set to one), then the new equilibrium level of talent for an entrepreneur, z1,
decreases, namely that z1 ≤ z. Hence, the interaction between x1 and z changes
the new equilibrium share of the entrepreneurs.

Proof : To prove Lemma 2, it is enough to show that z1 ≤ z. The proof
comes from contradiction. Suppose that z1 > z. Comparing the mini-
mum levels of talent derived in (3.10) and (3.14) gives,

z1 =
x1(−δl − δ − rk) + wl + rk

p(1− x1)
> [

x1(−δl − δ − rk) + δ + wl + rk

p(1− x1)
]1/2 = z.

After some basic algebra, we have

(z1)2 − z1 >
δ

p(1− x1)
.

Since 0 ≤ z1 ≤ 1, (z1)2 − z1 < 0. However, δ
p(1−x1)

is positive. Hence, by
contradiction z1 ≤ z.

As proved in Lemma 2, it is obviously clear that once entrepreneurial
talent is associated with the probability of production success, individu-
als who want to become entrepreneurs must have relatively high level of
talent. Since the minimum talent to become an entrepreneur increases,
there will be fewer but relatively talented entrepreneurs in equilibrium.
This may cause an increase in income inequality as financial develop-
ment efficiently allocates funds to more talented entrepreneurs, increas-
ing their output disproportionately more than that of less talented en-
trepreneurs. On the other hand, since being an entrepreneur requires a
high level of talent, rich but relatively less talented individuals become
more likely to look for a job or to run one-man businesses, and hence,
the income gap between the rich and poor individuals may start to de-
cline. It should be noted that more efficient allocation of funds among
entrepreneurs increases aggregate output and this might positively af-
fect the well-being of the poor individuals. However, this does not have
direct impact on my findings on the relationship between financial de-
velopment and income inequality.
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3.3.3 The Effect of Financial Development on the Share
of Entrepreneurs

In this section, I study the effects of an increase in the level of finan-
cial development on the level of income inequality. I define the level of
financial development with the amount of collateral needed to borrow
from financial system, namely that b. Hence, the higher the collateral,
the lower is the level of financial development. Therefore, in the model
the level of financial development affects income inequality to the extent
it affects the equilibrium number of entrepreneurs.

The level of financial development, namely that b, has two effects on
the share of entrepreneurs, x1; direct effect and indirect effect through z.
In this respect, the timing of the model can be described as follows:

1) When b increases, some poor individuals, though they are talented,
cannot provide collateral, hence, they cannot be entrepreneurs (if
they are already an entrepreneur they cannot borrow and invest
any more, so they exit and look for a job). This reduces the number
of entrepreneurs, x1.

2) When x1 decreases, x2 also decreases since x2 = lx1. If x1 and x2

decrease, x3 must increase because of (3.5).

3) When x3 increases, the expected income of a non-entrepreneur de-
creases because w � δ and x2 decreases. Therefore, the incentive
to set up a firm increases.

4) Hence, rich but less talented individuals (who could afford the
amount of collateral b but were not talented enough at the begin-
ning) are more prone to become entrepreneurs. This will reduce
the minimum talent level z.

When x1 decreases, the minimal talent to become entrepreneurs de-
creases, which is shown by Lemma 1. However, the interesting point in
this framework is the indirect effect of b on z through x1. In other words,
b effects z because it first effects x1, and then x1 effects z. Therefore,
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all the equilibrium values are affected by b, which is taken exogenously.
Hence, equation (3.12) can be rewritten as

x1 = Pr(b ≥ b)Pr(z ≥ z(x1)) = [1− F (b)][1−G(z(x1))]. (3.15)

In order to see the effect of financial development on the share of
entrepreneurs, I implicitly differentiate (3.15) with respect to b by taking
into account the effect of b on z, such that

∂x1
∂b

= −∂F (b)

∂b
− ∂G(z(x1))

∂b
+
∂F (b)

∂b
G(z(x1)) + F (b)

∂G(z(x1))

∂b

Since ∂G(z(x1))
∂b = ∂G(z(x1))

∂z(x1)
∂z(x1)
∂x1

∂x1

∂b , we have

∂x1
∂b

= − ∂F (b)

∂b
− ∂G(z(x1))

∂z(x1)

∂z(x1)

∂x1

∂x1
∂b

+
∂F (b)

∂b
G(z(x1))

+ F (b)
∂G(z(x1))

∂z(x1)

∂z(x1)

∂x1

∂x1
∂b

.

Then,

∂x1
∂b

[1+
∂G(z(x1))

∂z(x1)

∂z(x1)

∂x1
−F (b)

∂G(z(x1))

∂z(x1)

∂z(x1)

∂x1
] = −∂F (b)

∂b
[1−G(z(x1)].

Thus, we have

∂x1
∂b

=
−∂F (b)

∂b [1−G(z(x1)]

1 + [1− F (b)]∂G(z(x1))
∂z(x1)

∂z(x1)
∂x1

. (3.16)

As can be seen from the differentiation steps, when I take the deriva-
tive of x1 with respect to b, I also include the indirect effect of b on x1

through z. That is, ∂x1

∂b in (3.16) measures the overall effect (direct and
indirect) of financial development on the share of entrepreneurs.

In (3.16), ∂F (b)
∂b measures the change in the share of individuals who

are not wealthy enough to become entrepreneurs as minimum wealth
required to be an entrepreneur changes, hence, ∂F (b)

∂b > 0. In addi-

tion, ∂G(z(x1))
∂z(x1)

∂z(x1)
∂x1

measures how the share of individuals who are not
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talented enough to become entrepreneurs changes as the share of en-
trepreneurs increases, ∂G(z(x1))

∂z(x1)
∂z(x1)
∂x1

> 0, remembering that ∂z(x1)
∂x1

> 0

from Lemma 1. Since the numerator is negative and the denominator
is positive, ∂x1

∂b < 0, indicating that if the amount of collateral required
to borrow from the financial system increases, then the number of en-
trepreneurs in the economy decreases. Hence, the higher the financial
development (i.e. the lower b), the higher the share of entrepreneurs,
and so the lower the income inequality in the society.

To sum up, as the financial system develops, namely that the amount
of collateral required decreases, some poor individuals with relatively
high talent can become entrepreneurs, resulting in increasing share of
entrepreneurs and increasing average talent of entrepreneurs. Since the
expected profit of an entrepreneur is higher than the worker’s wage, a
larger fraction of individuals will get higher income, which reduces in-
come inequality. Moreover, competition among entrepreneurs and the
demand for labour will increase as the share of entrepreneurs increases
in the economy.13 Since the labour demand increases, self-employed in-
dividuals become more likely to be assigned jobs, which will result in
less income inequality. Hence, there will be more entrepreneurs and less
self-employed in the economy, implying a lower income gap between
individuals.

3.3.4 Does the Share of Entrepreneurs Really Impact In-
come Inequality?

In this subsection, I consider a scenario of increased level of financial
development, and I study the impact of the enhanced number of en-
trepreneurs on income inequality. Since the higher the financial devel-
opment the higher is the share of entrepreneurs, it is crucial to show
whether the increasing number of entrepreneurs really reduces income
inequality.

13It is important to note that financial development improves not only the efficiency of
allocation of talent but also the efficient use of labour resources. Moreover, since financial
development increases the number of entrepreneurs, as a consequence, labour demand will
increase, and the price of consumption good will decrease.
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To do that, let’s first define how to measure income inequality. I use
the GINI index (coefficient) to measure income inequality in the society.
The GINI index is defined as a ratio of the areas on the Lorenz curve
diagram. For a population uniform on the income values yi, i = 1 to n,
indexed in non-decreasing order (yi ≤ yi+1), the GINI coefficient can be
defined as

GINI =

2
n∑
i=1

iyi

n
n∑
i=1

yi

− n+ 1

n

Then, I consider a scenario such that there are n individuals with
(x1, x2, x3) shares of which consists of entrepreneurs, workers, and self-
employed, respectively. The incomes of the entrepreneurs, self-employed
and workers are πe, w, δ, respectively, with πe > w � δ > 0. I assume,
for the sake of simplicity, that all entrepreneurs get the same profit (in-
dependent from individuals’ talent) from running firms, workers get the
wage w, and self-employed individuals get δ (let’s set δ = 0 to simplify
the calculations, noting that this does not change the results). I consider
two cases which differ only in the level of financial development.

a) Suppose that there are equal numbers of each type of individuals
(x1 = x2 = x3 = n

3 ) in the economy and the minimum amount of
collateral required to get credit is b1. Now, using the above formula
for the GINI coefficient I have

GINIa =
1

3
[

2πe

πe + w
]

b) Now, suppose that for exogenous reasons the financial system has
developed in the economy, namely the minimum amount of collat-
eral required to get credit decreases to b2 < b1. Since population
size does not change over time, some poor but relatively talented
individuals (they can be workers or self-employed) will become
entrepreneurs. As the theoretical model suggested, the number of
entrepreneurs will increase as the financial system develops. Not-
ing that, since the labour demand increases, some self-employed
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individuals may become workers because their expected income
will increase, implying that there will be enough workers to meet
firms’ demand. Hence, as the financial system develops and access
to finance becomes easier there will be more entrepreneurs in the
economy. Suppose that there are (x1 = 4n

9 ;x2 = 4n
9 ;x3 = n

9 ) en-
trepreneurs, workers and self-employed, respectively.14 The new
level of income inequality becomes

GINIb =
1

9
[
5πe − 3w

πe + w
]

ComparingGINIa andGINIb, I need to show thatGINIb ≤ GINIa.
The proof comes from contradiction. Suppose that GINIb > GINIa,
given that πe > w > 0. Then,

1

9
[
5πe − 3w

πe + w
] >

1

3
[

2πe

πe + w
]

Rewriting it,
− 3w > πe

which contradicts the assumption that πe > w > 0.
Hence, it is proven that when the share of entrepreneurs increases

income inequality will decreases in the society, namely that GINIb ≤
GINIa.

3.4 Empirical Analysis

In this section I run panel regression to gain a deeper understanding of
the relationship between financial development and income inequality.
In the first subsection below, I discuss the variables that are used to mea-
sure the level of financial development and income inequality, and the
selected sample. In the second subsection I establish a robust relationship
between financial development and inequality. Finally, the last subsec-
tion is reserved for empirical testing of the model of the previous section.

14Changing the combination of (x1, x2, x3) do not change the results. Moreover, fixing
the population size n to a reel number would give the same results since the GINI coeffi-
cients in both cases are free of n.
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3.4.1 Data

Variable Selection

To test the relationship between financial development, individuals’ tal-
ent, and income inequality, I need to have compatible cross-country mea-
sures of talent and income distributions, and financial development.

Financial development The selection of key variables to measure finan-
cial development is one of the major problems in the related empirical
literature. There is no directly measurable or reliable data available to
measure the extent and efficiency of financial intermediation although
the existing measures have been improved over the last years.15 By fol-
lowing Ang and McKibbin (2007), principal component analysis (PCA)
is utilized in this study to construct satisfactory and reliable indicators of
financial development. Moreover, to capture a more complete picture, I
use both bank-based and market-based financial proxies to measure the
level of financial development.

To measure the level of financial development, I first use the loga-
rithm of domestic credit to the private sector as a share of GDP (private).
Credit to private sector captures the amount of credit channelled from
savers, through financial intermediaries, to private firms. It is a com-
paratively comprehensive measure of credit issuing intermediaries since
it also includes the credits of financial intermediaries that are not con-
sidered deposit money banks. Hence, it reflects the extent of efficient
resource allocation since the private sector is able to utilize funds in a
more efficient and productive manner. Second, I use the logarithm of
the ratio of M2 (money and quasi money) to GDP (money). M2 comprise
the sum of currency outside banks, demand deposits other than those
of the central government, and the time, savings, and foreign currency
deposits of resident sectors other than the central government. The ratio
of M2 to GDP has been used as a traditional measure of financial depth
and it captures the degree of monetization in the system. Third, I use the
logarithm of stock market capitalization of listed companies to GDP (mk-

15Levine (2003) mentions the problem of choosing a proxy for measuring financial de-
velopment and the differences among economies in terms of the availability of financial
intermediation.
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tcap). It measures the overall size of stock markets and reflects the impor-
tance of financing through equity issues in the capital mobilization and
resource allocation process. Finally, I use the logarithm of the stock mar-
ket turnover ratio (turnover) as a second proxy for stock market develop-
ment. Turnover ratio is the ratio of total value traded to market capital-
ization, and it measures how active or liquid the stock market is relative
to its size. All these indicators are selected from the literature by tak-
ing into account their comprehensiveness and availability. Table C.2 in
Appendix C presents some empirical studies that use these indicators of
financial development. Financial development indicators are compiled
from the World Bank’s World Development Indicators database.

However, these series are highly correlated. The correlation matrix
presented in Table B.1 in Appendix B confirms the interrelations between
the indicators, and suggests that the financial development indicators
may contain common information, which may lead to multi-collinearity
and over-parametrization problems. This multi-collinearity problem is
a further justification for the construction of a new aggregate measure.
Using these four financial development indicators, I develop an aggre-
gate measure (finance-aggregate) to represent the level of financial devel-
opment. This aggregate measure employs principal component analy-
sis, which deals with the problems of over-parametrization and multi-
collinearity. Theoretically, this new aggregate measure is able to capture
most of the information from the original dataset.

Income inequality To measure the level of income inequality I use the
Gini coefficient, which has been typically used in the literature and is
available for a longer period of time compared to other income inequal-
ity measures. The Gini coefficient measures deviations from perfect in-
come equality, and it is based on the Lorenz curve, a standard indica-
tor of the distribution of income within a community. The Gini coeffi-
cient is expressed as a percentage, and ranges from 0 (perfect equality)
to 1 (perfect inequality), that is, higher values imply greater income in-
equality. I use the net Gini coefficients for the panel countries, which are
drawn from the SWIID, constructed by Solt (2009) using the Luxembourg
Income Study as the harmonized benchmark for comparable estimates.
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The net Gini coefficient describes income inequality across size-adjusted
households after taxes and transfers taken into account. The SWIID is my
preferred source of data on income inequality as it provides comparable
figures across countries and over a longer span of time.

Individuals’ talent As I showed in the theoretical model in part 3.3, be-
coming an entrepreneur requires both a minimum level of talent and a
certain amount of wealth. In other words, individuals of a given talent
can become entrepreneurs only if they are wealthy enough to post the
required amount of collateral for getting credit. Similarly, individuals of
a given wealth level prefer to become entrepreneurs only if their talent is
high enough. Hence, financial development has an impact on income in-
equality since it determines who will become entrepreneurs. If there was
no financial friction, then becoming an entrepreneur or worker would
only depend on an individual’s ability but not on his wealth. Hence, it
is crucial to include a measure of individual talent in the regressions to
empirically support the theoretical predictions of my model. Holding
constant the level of financial development, I assume that a higher level
of talent would be associated with a lower level of income inequality,
namely that if a country, on average, has relatively more talented indi-
viduals, then there might be less income inequality. To the best of my
knowledge, there is no such study that uses individuals’ talent while de-
termining the relationship between financial development and income
inequality.

To measure the level of individuals’ talent I use the mean mathemat-
ics performance of each country in PISA. The PISA is an internationally
standardized assessment of student achievement that is organized and
conducted by the Organisation for Economic Co-operation and Develop-
ment (OECD). The tests are aimed to evaluate education systems world-
wide every three years by assessing 15-year old individuals in schools
and to provide a useful quantification of skills in reading, mathemat-
ics and science. The main advantage of the use of PISA scores for the
purposes of this study is the uniform assessment of young people near
the end of compulsory schooling. The PISA score captures students of
the same age in each country independently of the structure of national
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school systems. As a second advantage, PISA tests the young adults’
ability to use their knowledge and skills in order to meet real-life chal-
lenges. Hence, PISA provides a single, comparable measure of skills for
each country that can be used to index the talent of individuals prior to
their entry into the economy. However, the PISA scores are available
only for the years 2000, 2003, 2006, 2009, 2012. I collected the mean of
the Math test score, noting that the correlation of student performance
between the three subjects is quite substantial, and exceeds 0.95.

Other control variables To assess the strength of the linkage between fi-
nancial development and income inequality, I control for other potential
determinants of inequality in regressions. I use standard control vari-
ables that are widely used in the literature (for a survey, see Christiaensen
et al., 2003). These variables are also introduced into the model as a test
of robustness. First, I include the lagged value of the net Gini coefficient
as a regressor to account for persistency in income inequality as in Beck
et al. (2007), although this is a more data-demanding specification. Sec-
ond, I add inflation rate (inflation) as a control variable since Ravallion
(2001) and Dollar and Kraay (2002) all find evidence that this is a sig-
nificant determinant of inequality. Since monetary instability hurts the
poor and the middle class relatively more than the rich, because the lat-
ter have better access to financial instruments that allow them to hedge
their exposure to inflation, I expect inflation to have a positive coefficient.
Third, in order to test the impact of economic growth on inequality, I
use the growth rate of the real per capita GDP (growth), as in Dollar and
Kraay (2002) and Beck et al. (2007), assuming that it is crucial to control
whether financial development affects those on low-incomes by its effect
on GDP per capita. Fourth, I use the logarithm of the secondary school
enrolment rate (education) to control for human capital accumulation, hy-
pothesizing that countries with better and broader access to education in
general are expected to have less income inequality. Fifth, the logarithm
of the ratio of government consumption to GDP (government) is used to
measure macroeconomic stability (see Beck et al., 2000). Sixth, I use the
logarithm of the ratio of trade to GDP (trade) to capture the degree of
openness of an economy. Seventh, I control for the effect of tax revenues
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on income inequality since taxation generates revenues to fund public
spending on social programs which can contribute to reducing income
inequality. Hence, I expect the sign of the tax revenue to GDP ratio (tax)
to be negative. Eighth, to measure the level of institutional quality I use
corruption index (corrupt), lower values of which indicate higher level of
corruption (or lower institutional quality), hence, expecting that lower
values of corruption index should be associated with a higher level of
income inequality as it shows how corrupt the public sector is. Finally, I
control for the law and order index (law) to measure the political stability
across and within the countries. Economic variables are collected from
the World Bank’s World Development Indicators database. Corruption
and law and order data are taken from the International Country Risk
Guide database, which is provided by the Political Risk Services.

The Sample

The sample consists of developed and developing countries as in those
of Dollar and Kraay (2002) and Beck et al. (2007). Unfortunately, the
data availability limits my choice of sample countries. This study uses a
cross-country sample of 46 countries for the period of 1998-2012.16 Since
the PISA scores are only available for some years, I restricted my sample
period to 15 years. Moreover, in contrast to developed countries, time
series data on inequality are very limited in many emerging countries,
since these countries only started recording such data in the early 2000s.
Thus, data was available for only 46 countries of which have participated
in PISA, have financial development and income inequality variables for
the given sample period.17 Therefore, I determine the countries for the

16The dataset includes the following 46 countries: Argentina, Australia, Austria, Bel-
gium, Brazil, Bulgaria, Canada, Chile, Colombia, Costa Rica, Croatia, Czech Republic, Den-
mark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Israel, Italy,
Japan, Korea, Latvia, Lithuania, Luxembourg, Mexico, Netherlands, New Zealand, Nor-
way, Peru, Poland, Portugal, Romania, Russia, Slovakia, Slovenia, Spain, Sweden, Switzer-
land, Turkey, United Kingdom, United States, Uruguay.

17There are, on average, 70 countries in PISA tests. However, since I need financial de-
velopment and income inequality datasets for each country, I excluded the countries that
do not have available data for the sample period. Therefore, I restricted the sample to 46
developed and developing countries each of which has PISA score, financial development,
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panel based on the availability of financial development, individuals’ tal-
ent data and income inequality indicators.

Data are averaged over five 3-year periods18 rather than considered
annually or quarterly in order to sweep out business cycle fluctuations.
Moreover, averaging data over a period solves missing data problem. I
require that a country should have data for at least four non-overlapping
time points to be included in any estimated systems.

Descriptive Statistics

Table 3.1 provides descriptive statistics for all the variables used in this
study.

Table 3.1: Complete Dataset Summary Statistics

Variable Obs Mean Std. Dev. Min Max
Gini coefficient 230 33.13 7.70 22.23 54.38
GDP per capita growth 230 2.24 2.64 -6.69 11.64
Private credits to GDP 226 85.97 54.73 8.91 236.73
M2 to GDP 225 94.72 90.57 15.73 647.44
Market capitalization to GDP 230 58.01 47.82 0.33 254.80
Turnover ratio 229 64.79 58.37 0.16 323.03
PISA score 203 479.88 48.05 292.0 557.00
Government consumption to GDP 230 18.03 4.21 6.67 27.06
Inflation rate 230 5.00 7.81 -1.64 80.45
Tax revenue to GDP 205 18.80 5.53 9.12 34.04
School enrolment rate 221 100.96 14.95 59.90 156.61
Trade to GDP 230 82.60 47.82 18.53 339.26
Corruption index 230 3.63 1.21 1.08 6.00
Law and order index 230 4.66 1.19 1.00 6.00

Note: All variables are averaged over three-year period.

All variables are in percentage form except GDP per capita, PISA score, corruption index and law and order index.

There are considerable variations in financial development indicators
across countries. For example, private credit to GDP ratio ranges from a
low of 8.9% in Romania (in 1998-2000) to a high of 236.7% in Iceland (in
2004-2006). Turnover ratio ranges from a low of 0.16% in Luxembourg
(in 2010-2012) to a high of 323% in the United States (in 2007-2009). Re-
garding income inequality, the sample contains countries with Gini co-

and income inequality variables.
18I have five periods. The first period represents the data averaged between 1998 and

2000, the second period represents the data averaged between 2001 and 2003, the third
period represents the data averaged between 2004 and 2006, and so on.



efficients ranging from around 22% in Slovenia (in 2001-2003) to over
54% in Peru (in 1998-2000). Moreover, there are substantial differences
in PISA scores, which are used to measure the talent distribution, across
countries. The mean PISA Math test score varies between 292 for Peru
(in 1998-2000) and 557 for Japan (in 1998-2000).

The pairwise correlations, which are presented in Table B.1 in B, in-
dicate that income inequality is lower in countries with deeper financial
markets; all financial development variables are significantly and neg-
atively correlated with the Gini coefficient. Moreover, the mean PISA
Math score is negatively and significantly correlated with the Gini co-
efficient while GDP per capita growth is positively but insignificantly
associated with income inequality.

Principal Components

The results of the extraction of PCA for financial development indicators
are presented in Table 3.2.

Table 3.2: Principal Component Analysis for Financial Development Vari-
ables

PCA1 PCA2 PCA3 PCA4
Eigenvalues 2.54 0.87 0.43 0.16
% of variance 0.64 0.22 0.10 0.04
Cumulative % 0.64 0.86 0.96 1.00

Eigenvectors
Variable Vector 1 Vector 2 Vector 3 Vector 4
Private credits to GDP 0.5699 -0.2584 0.2661 -0.7332
M2 to GDP 0.5244 -0.4942 0.214 0.6595
Market capitalization to GDP 0.5105 0.2081 -0.8341 0.0208
Stock market turnover 0.3736 0.8035 0.4332 0.1645

Source: Author’s calculation.

The financial development indicator corresponds to the first princi-
pal component, the only one with an eigenvalue greater than 1, and
which explains about 64% of the total variance. The remaining princi-
pal components are not considered since their marginal contributions are
relatively small. For instance, while the second principal component ex-
plains 22% of the variation, the third principal component explains 10%
of the variation, and the last principal component explains only 4% of



the variation. The synthetic variable, namely the aggregate measure of
financial development (finance-aggregate), is computed as a linear combi-
nation of the four widely used indicators with weights given by the first
eigenvector.

3.4.2 Econometric Methodology

In this subsection, I intend to find a robust relationship between financial
development and income inequality. To this end, the cross-country anal-
ysis for a panel of 46 countries over the period 1998-2012 is conducted
with the following specification:

ln(GINIi,t) = β0+β1ln(FDi,t)+β2ln(PISAi,t)+β3ln(Xi,t)+ci+µt+εi,t

(3.17)

where ln denotes the natural logarithm, GINIi,t is the net Gini coeffi-
cient in country i at period t. Each period t represents the three-year
averaged time points, remembering that I have five time periods. FDi,t

is the level of financial development measured by finance-aggregate; and
PISAi,t is the mean mathematics score in the PISA test. Xi,t is a vector of
control variable including the lagged net Gini coefficient, per capita GDP
growth, human capital accumulation, government consumption, infla-
tion rate, trade openness, tax revenue, corruption index, and law and
order index. The ci and µt coefficients denote country and time specific
effects, while εi,t is an idiosyncratic error term that satisfies the standard
assumptions of zero mean and constant variance.

This study uses panel data analysis in order to estimate the model.
As Gujarati (2003) says, ”panel data methods are used because they can
provide more informative data, more variability, less collinearity among
variables, more degrees of freedom and more efficiency”. In the panel
data model, ci is called a ”random effect” when it is treated as a random
variable, and a ”fixed effect” when it is treated as a parameter to be es-
timated for each cross section observation (Wooldridge, 2010). The term
fixed effect means that one allows for arbitrary correlation between the
unobserved effect ci and the observed explanatory variables. Accord-
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ingly, ci is called an ”individual fixed effect.” In the regression model,
the zero conditional mean assumption-where the mean of the error terms
given a specific value of the independent variable is zero is the necessary
condition for consistent fixed effects and random effects estimations.

The regressions are estimated with the fixed-effects (FE) model since
fixed-effects estimators are considered to be quite efficient in the case of
panel data analysis. In order to see if it is safe to use fixed-effects, the
analysis also performs the Hausman test indicating that, since the fixed-
effects model is consistent when observed explanatory variables and un-
observed effects are correlated, but random-effects (RE) model is incon-
sistent, a statistically significant difference is interpreted as evidence in
favour of the fixed-effects model.19 However, the relationship between
financial sector development and income inequality may exhibit contem-
poraneous reverse causation, as income inequality influences the provi-
sion of financial services. Estimating (3.21) using Ordinary Least Squares
(OLS), FE, or RE estimations might introduce bias because OLS, FE and
RE do not allow for possibility of reverse causality and so they do not
take into account the issue of endogeneity. To deal with the problem
of country specific effects and the problem of endogeneity, I use an in-
strumental variables (IV) approach, adopting instruments for financial
sector development similar to the ones used in Levine (1999) and Clarke
et al. (2006). The instruments are a set of dummy variables proposed
by La Porta et al. (1997) that identify the origin of the country’s legal
system.20 Several studies have shown that historically determined dif-
ferences in legal origin can explain cross-country differences in financial
development (see Clarke et al., 2006; Beck et al., 2001; La Porta et al., 1997,
among others). It might be because different legal systems put different
levels of emphasis on the rights of property owners or because some sys-
tems are more adaptable to exogenous changes than others (Clarke et al.,

19The advantage of the random-effects model is the consistent estimations of time-
invariant variables, which cannot be estimated in the fixed-effects model, because it is
not possible to distinguish the effects of time-invariant observables and unobservables
(Wooldridge, 2010.

20The data for legal origin is collected from the Global Development Network Growth
Database produced by William Easterly and Mirvat Sewadeh.
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2006).21

Moreover, to account for persistency in income inequality I apply the
System GMM estimator in a dynamic panel data model including lagged
values of the dependent variable as a regressor. The System GMM ap-
proach provides more robust and consistent parameter estimates and
overcomes the possible endogeneity of the explanatory variables in dy-
namic panel data models. In this case I estimate the following equation:

ln(GINIi,t) =β0 + β1ln(GINIi,t−1) + β2ln(FDi,t) + β3ln(PISAi,t)

+ β4ln(Xi,t) + ci + µt + εi,t
(3.18)

To test the validity of the instruments, I first use the standard Hansen
J test of over-identification, where the null hypothesis is that the instru-
mental variables are not correlated with the residual. Then, I provide the
results of the AR (2) test for autocorrelation, where the null hypothesis
is that there is no autocorrelation in the error terms. Both in the IV and
dynamic panel data estimations, p values corresponding to two tests are
provided in all of the tables.

3.5 Empirical Results

3.5.1 Main Results

I present the results from panel regressions. As noted in the previous
subsection, I divide the data up into five three-year periods. To con-
trol for structural differences across periods, all regressions include time
dummies, though the coefficients of the time dummies are not reported
in the tables in order to conserve space. STATA 12 is used as the econo-
metrics package. For the purpose of completeness, the models employ
the OLS, FE, IV-RE and System GMM estimators. The OLS and FE esti-
mates represent a biased modelling approach with some theoretical in-

21British Common law is usually said to stress private property rights and thus fosters
financial development, whereas the protection for corporate shareholders and creditors are
weakest in French Civil law countries. Beck et al. (2001) show that private credit is lower in
French Civil law countries than in German Civil law and British Common law countries.
For more details see La Porta et al. (1997), among others.
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consistencies, and so the IV-RE and System GMM results are the pri-
mary source of the discussion. In all runs, I assume that control variables
are exogenous and financial development indicators are endogenous in
the sense of being correlated with shocks to income inequality measure
in both the current and previous periods. Moreover, because GDP per
capita growth is highly correlated with financial sector development (see
Levine, 2005 for a review of the related literature), to make sure that the
analysis is robust with respect to the multicollinearity between GDP per
capita growth and financial development, I also estimate the model omit-
ting this variable.22

Table 3.3 reports the outcomes of the regression models on finance-
aggregate and the Gini coefficient. As a first exercise, I treat the financial
development variable as exogenous and estimate a fixed-effects regres-
sion.23 When the measure of financial development, finance-aggregate, is
treated as exogenous, its coefficient is small, positive, and statistically
significant (columns 1, 2, 3 and 4 of Table 3.3). However, the estimated
coefficient of the talent distribution (PISA) is negative and statistically
significant, indicating that as individuals’ talent increases income inequal-
ity decreases (columns 2 and 3 of Table 3.3). With regard to the control
variables, only government expenditure to GDP ratio and the inflation
rate have statistically significant effects on income inequality with nega-
tive and positive signs, respectively.

As a second exercise, the financial development variable, finance-aggregate,
is treated as endogenous. To control for endogeneity I use the legal origin
of each country as instruments in a Two Stage Least Squares (2SLS) anal-
ysis. When I perform a Durbin-Wu-Hausman test (for the fixed-effects
model), the null hypothesis that financial development is exogenous is
rejected at 1% significance level, favouring the results from the 2SLS re-
gressions. The STATA command for the instrumental variable method is

22In addition, a high correlation between the talent distribution variable (pisa) and sec-
ondary school enrolment rate (education) is observed in the data. Hence, I rerun the regres-
sions by omitting (education).

23To decide between fixed-effects and random-effects model I use the Hausman test,
where the null hypothesis that the country effects are uncorrelated with the additional
variables is rejected, favouring the fixed-effects estimator.
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xtivreg, specifying Baltagi’s EC2SLS estimator of the random-effects mo-
del.24 Since the legal origin of a country does not change over time, I am
unable to estimate instrumental variable regressions that include fixed
effects, though the Hausman test favours it. Moreover, an important
concern with respect to the fixed-effects estimator would be that fixed
effects might remove most of the variation in income inequality since
a large portion of the variance in countries’ inequality is cross-country
variance compared to the cross-time variance (see Li et al., 1998). There-
fore, I estimate the model using a random-effects instrumental approach.
The results of the 2SLS analysis using legal origins as instruments are
presented in the columns 5, 6, 7 and 8 of Table 3.3. It becomes evi-
dent that compared to fixed-effects all estimated coefficients of finance-
aggregate are negative and statistically significant at 1% significance level,
implying that financial development can effectively reduce income in-
equality. Hence, the IV-RE estimates show that financial development
leads to a significant decrease in the entire distribution of income, which
is measured by the Gini coefficient. In addition, the results suggest that
individual talent (or talent distribution) is strongly and negatively asso-
ciated with income inequality, that is, countries with higher PISA score
have less income inequality. This is consistent with the theoretical back-
ground of this study which predicts that individuals’ talent play an im-
portant role in determining the level of a country’s income inequality.

The negative relationship between financial development and the Gini
coefficient is robust to a number of sensitivity tests. In column 6 of Table
3.3, I control for GDP per capita growth. Although the relationship be-
tween growth and income inequality is statistically insignificant, finan-
cial development and talent distribution variables remain negative and
significant at 1% significance level. I find that government consumption
is a statistically significant factor with a positive effect on decreasing in-

24Baltagi and Li (1992) showed that the G2SLS instruments are a subset of those
in EC2SLS. They also proved that asymptotic variance of G2SLS differs from that
of EC2SLS by a positive semi-definite matrix, and in small samples, this difference
may be different from zero and can lead to gains in small sample efficiency. See
also http://www.stata.com/manuals13/xtxtivreg.pdfxtxtivreg for more details about the
xtivreg command in Stata.
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come inequality. The estimated coefficient of government consumption
has the desired negative sign, indicating that government consumption
lowers the net Gini coefficient. In line with the literature, I find that trade
openness (trade) has a negative and statistically significant effect on in-
come inequality in almost all specifications, improving the distribution
of income in the selected sample of countries. Other than these infla-
tion rate produces significant coefficients in some regressions, but not in
all. The results suggest that high levels of inflation lead to greater in-
come inequality. On the other hand, tax revenue to GDP ratio (tax) and
secondary school enrolment rate (education) are positively but insignif-
icantly correlated with income inequality. Corruption index (corrupt),
lower values of which indicate better quality institutions, on the other
hand, has an improving effect on income inequality, as expected, though
statistically insignificant, suggesting that income inequality will decrease
as countries become less corrupt.

Moreover, Table 3.4 reports the results when GDP per capita growth
and education are omitted. The results for the 2SLS estimations are slightly
different when I omit GDP per capita growth and education (columns 4-8 in
Table 3.4). The estimated coefficients of finance-aggregate remain statisti-
cally significant and negative but with smaller significance levels. How-
ever, the coefficients of PISA do not change in terms of significance level,
though their magnitudes become larger. Furthermore, in column 8 of
Table 3.4, I control for the law as another aspect of political risk in each
country. The results show that there is a negative and statistically sig-
nificant relationship between law and the net Gini coefficient, indicating
that countries with higher level of law enforcement have lower income
inequality. With regard to the other control variables, the results do not
differ significantly. The estimated coefficients for trade and government
are statistically significant, as before.

To capture the persistency in income inequality, I employ the System
GMM estimations in a dynamic panel data model. The System GMM re-
sults indicate a high degree of persistency in income inequality (column
9 of Table 3.3 and Table 3.4). The coefficient on the lagged net Gini co-
efficient is positive and statistically significant. However, noticeably, the

76



coefficient of finance-aggregate becomes statistically insignificant, though
it is negative, when I consider the dynamic specification with other con-
trol variables.
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3.5.2 Testing for the Inverted U-Shaped Relationship

In this subsection, I test the inverted U-shaped relationship between fi-
nancial development and income inequality. To test whether the data
predict a linear or an inverted U-shaped relationship between financial
development indicators and income inequality, I run the following equa-
tion:

GINIi,t = β0 + β1FDi,t + β2FD
2
i,t + β3PISAi,t + β4Xi,t + ci + µt + εi,t

where GINI is the net Gini coefficient, and FD represents the level of
financial development. The models of Banerjee and Newman (1993) and
Galor and Zeira (1993) found a linear relationship (β1 < 0 and β2 = 0)
while the model of Greenwood and Jovanovic (1989) predicted an in-
verted U-shaped relationship (β1 > 0 and β2 < 0) between financial
development and income inequality.

Column 8 of Table 3.3 reports the result for the non-linearity test.
When I include the square of finance-aggregate as a regressor, its esti-
mated coefficient enters negatively, though it is statistically insignificant.
Hence, the regression result does not suggest an evidence of non-linearity
between financial development and income inequality. However, the sig-
nificance level of finance-aggregate does not change and it is still nega-
tively associated with the net Gini coefficient.

To visualize the relation between the Gini coefficient and financial de-
velopment, namely finance-aggregate, Figure 3.1 plots the logarithm of the
Gini coefficient and the fitted value from the regression of the logarithm
of the Gini coefficient on finance-aggregate against finance-aggregate.25 The
plot in Figure 3.1 suggests a negative and possible non-linear relation-
ship between financial development and income inequality. Moreover,
to test the non-linear relationship between financial development and
income inequality I include finance-aggregate and its square as regressors
in the econometric analysis and the estimated coefficient of the square of
finance-aggregate appears statistically insignificant. Hence, the findings

25The fitted line is from a regression of log (Gini) on the first principal component that
measures the level of financial development and its square. All data are averaged over five
3-year periods between 1998 and 2012.
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Figure 3.1: Log (Gini) and finance-aggregate in a panel of 46 countries

clearly do not support the non-linear hypothesis for the relationship be-
tween financial development and income inequality.

3.6 Concluding Remarks and Policy Implications

In this chapter I study the relationship between income inequality and
financial development. I first build an occupational choice model with
heterogeneous agents to explore the role of financial development in re-
ducing income inequality through promoting the efficient allocation of
talent. In the model, I define the level of financial development as the
amount of collateral needed to obtain credit from the financial sector.
The level of financial development affects income inequality to the ex-
tent that it affects the equilibrium number of entrepreneurs and average
entrepreneurial talent. In other words, as the financial system develops,
namely that the amount of collateral required decreases, some poor indi-
viduals with relatively high talent can become entrepreneurs, resulting
in an increasing share of entrepreneurs and increasing average talent of
entrepreneurs. Hence, the higher the financial development (the lower
is the collateral), the higher is the fraction of individuals who can con-
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sider setting up a firm. In the equilibrium of the model, I show that an
increase in the level of financial development induces more individuals
to become entrepreneurs, resulting in less income inequality.

Then, I empirically test the impact of financial development on in-
come inequality by using a cross-country panel data set of 46 countries
for the period of 1998-2012. There has been little systematic empirical
study on the relationship between financial development and income in-
equality. In this chapter, I provide a robust support in favour of the nega-
tive relationship between financial development and income inequality.
I employ principal component analysis to construct satisfactory and re-
liable measures of financial development. As a consequence of the the-
oretical predictions, I also consider the role of the talent distribution of
each country in reducing income inequality. I use mean mathematics per-
formance in each country in the PISA test as a proxy for talent distribu-
tion. The PISA is an internationally standardized assessment of student
achievement that is organized and conducted by the OECD. The PISA
score captures students of the same age in each country independently
of the structure of national school systems, and it provides a single, com-
parable measure of skills for each country that can be used to proxy talent
of individuals prior to their entry into the economy.

The empirical findings presented in this study are consistent with
the existing literature on the relationship between financial development
and income inequality. First, I show that an increase in the level of fi-
nancial development - instrumented by the legal origin of each country -
leads to a decrease in the net Gini coefficient. Second, the findings clearly
support the linear hypothesis for the relationship between financial de-
velopment and income inequality. Third, I show that both government
consumption and trade openness reduce income inequality. Fourth, tax-
ation seems to increase income inequality, though its effect is not strong.
The taxation system needs to be broadened in a more progressive way
to help narrow income inequality since taxation may generate sufficient
revenues to fund public spending on social programs. The results sug-
gest that there is a negative and statistically significant relationship be-
tween individuals’ talent and income inequality. Economies with tal-
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ented individuals have less income inequality compared to ones with
relatively less talented individuals. This result is indeed important since
none of the existing empirical studies has ever tried to proxy individuals’
talent with PISA scores to investigate their impact on inequality.

Overall, observations on relations between financial development and
income inequality have significant policy implications. One of the most
important implications, regarding the positive impact on inequality re-
duction of financial development in selected countries, is that the chal-
lenge of inequality may require global policy response, due to its poten-
tial global threat. In this context, redistributive social/economic poli-
cies and institutional improvements in law/finance would be a more
effective/direct approach to reducing inequality, in addition to mini-
mizing financial market imperfections/constraints and lack of finance.
The empirical results of this study show that political stability plays an
important role in reducing income inequality such that countries with
higher level of law enforcement and better institutions have experienced
lower income inequality. The outcomes of this study may also imply that
more democratized access to credit markets reduces income inequality.
The concentrated political/economic power of elites and higher income
groups may result in their easier access to credit while institutional/legal
obstacles for the poor may result in limited/weak access to the financial
services. As a result, income inequality will increase in the economy. On
the other hand, these outcomes emphasize the importance of collateral
use by the poor population. In this respect, a lack of sufficient collateral
use, arising from unequal wealth distribution and problems in existing
laws and market practices may also play a role in restricting the access of
the poor to finance. Furthermore, the poor are more likely to use microfi-
nance institutions than commercial banks or other financial institutions.
However, it is not clear whether microfinance institutions reach the ex-
tremely poor to the same extent as the moderately poor.

This study can be extended in a number of ways. First, we still know
little about the channels through which financial development affects in-
come inequality. Second, the theoretical model presented in this study
can be developed by introducing the idea that individuals derive util-
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ity not only from their material consumption but also from bequest to
their offspring and from their social status. It is well recognized that
people care about their social standing and consequently are willing to
improve it even if there is no income gain by doing so. It should also
be noted that I focus on financial size and liquidity measures due to the
data availability across countries and time: however, access and use of
financial services may be more relevant to narrowing income inequality.
Hence, I should point to this critical aspect regarding the selection of the
financial development indicators. Moreover, cross-country or panel anal-
yses of financial development and inequality may not be able to reveal
the key characteristics of their relationship. These can be better captured
in intra-country studies. Future research should aim to shed light on
whether the mechanisms through which financial development affects
income inequality are country-, case-, or time-specific. It would also be
valuable to investigate the relationship between financial development
and inequality measures across income levels.
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Chapter 4

Does Financial
Development Reduce
Poverty? Evidence from
Emerging Countries

4.1 Introduction

Much effort has been expended by scientists to explore the sources and
the socio-economic consequences of poverty, and the disadvantages of
the persistence. The Millennium Declaration, adopted by the United
Nations in 2000, suggests that success in development goals in poverty
eradication lies at the foundation of good governance within each coun-
try and at the international level, and it depends on transparency in the
financial, monetary, and trading systems. Although the influence of fi-
nance is not explicitly mentioned among these goals, both policymakers
and academics agree that addressing inequalities in access to resources
and the distribution of power are important contributors to the achieve-
ment of most of the goals (see Claessens and Feijen, 2007 and Littlefield
et al., 2003).

Economists have long debated whether financial sector development
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can bring direct benefits to the poor. One strand of literature stresses
that capital market imperfections and lending constraints that limit ac-
cess to finance may affect poverty during economic development. Per-
sistent financial market imperfections have been the key determinants
of poverty in many models (see Greenwood and Jovanovic, 1989 and
Banerjee and Newman, 1993, among others). These models suggest that
financial market imperfections prevent the poor from investing in human
capital, health, entrepreneurial activities, etc. In addition, informal asym-
metries produce credit constraints that are particularly binding on the
poor as they do not have collateral to access bank credit; therefore, they
have to use their own resources to fund their projects. Through better
access to credit, poor individuals may be given the opportunity to set up
small business or the so-called microenterprises, which are employment-
intensive. This may help reduce poverty since job creation is one of the
important pathways to increase income of the poor. These views have
pointed out the vital importance of financial sector development in pro-
moting economic growth and supporting poverty reduction. However,
although it is known that absolute poverty has been reduced over the
last two decades, the exact impact of financial sector development on
poverty reduction has not been well defined in empirical studies. More-
over, crisis periods, the recent global financial crisis, and macroeconomic
instabilities have also increased the attention paid to the finance-growth-
poverty (FGP) nexus. In this aspect, it is argued in the literature that
financial systems have a potentially important role to play in equalizing
economic and politic opportunities and reducing poverty, and therefore,
it is important to consider the link between financial sector development
and poverty reduction.

Finance can reduce poverty by facilitating transactions, reducing the
costs of remitting funds, providing the opportunity to accumulate assets,
smoothing consumption, enabling poor households to better cope with
financial shocks, and improving the efficiency of capital allocation. There
are two main channels through which financial sector development can
impact poverty reduction. First, the poor are directly involved in the
economy via enhanced access to financial services, namely through the
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Figure 4.1: Financial sector development and poverty reduction

achievement of a higher number of those who are self-employment in
small and medium-sized enterprises such as microfinance institutions.
Second, the contribution of the financial sector to the achievement of
poverty reduction can work indirectly through the achievement of higher
economic growth. In other words, better investment opportunities for
firms and entrepreneurs reach the poor indirectly, through advanced eco-
nomic performance, better employment opportunities, higher tax rev-
enues etc. Figure 4.1 briefly summarizes these two channels.

The main goal of this chapter is to examine whether developments in
the banking sector and stock markets, as well as overall financial sector,
have contributed to a reduction in poverty, and to identify the channels
through which financial development affects poverty. Although financial
development may affect poverty in two ways, directly and indirectly, this
study mainly focuses on the former. In this respect, the chapter empir-
ically investigates whether improved access to banking or stock market
opportunities is the main channel through which financial development
contributes to a reduction in poverty. In other words, this chapter as-
sesses the finance-poverty (FP) nexus by taking both the separate and si-
multaneous impacts of banks and stock markets into account. The study
makes six main contributions to the literature. The first contribution of
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this study to the FP literature is that I develop aggregate measures to ex-
amine the separate and simultaneous impacts of developments of stock
market and banks on poverty. To the best of my knowledge, this is one
of the first comprehensive studies that examines the simultaneous and
separate impacts of two components of the financial sector on poverty
reduction by constructing aggregate measures to represent banking and
stock market development as well as the overall financial sector. This
is an original approach to the analysis of the relationship between bank
and stock market development and poverty, and changes in the relation-
ship occurred by considering the separate and simultaneous impacts of
finance, and by the choices of financial development indicators. Second,
it is important to note that I also examine the impact of stock markets,
which was generally ignored in the early literature on the FGP nexus in
emerging economies. Third, this study adopts two different specifica-
tions to measure the level of poverty, one of which is the specification of
Dollar and Kraay (2002) where aggregate poverty is measured by the av-
erage per capita income of the poorest quantile and depends on the level
of real GDP per capita and other variables, and the other is adopted from
Honohan (2004) in which poverty is measured by the share of the popu-
lation earning less than two dollars per day. On the other hand, since the
choice of proxy used for financial development has been one of the ma-
jor issues, and seriously influenced the findings in empirical literature,
it is important to construct reliable indicators of bank and stock market
development. A fourth contribution is the utilization of principal com-
ponent analysis to construct satisfactory financial development proxies.
Fifth, the sample period provides an opportunity to better understand
the connections among local, regional, and global financial crisis, devel-
opment of banks and stock markets, and poverty trends in emerging
countries. Finally, I re-examine the finance-growth (FG) nexus to test
whether a well-functioning financial system is successful in promoting
economic growth in emerging countries.

Two key points have been debated intensively in the emerging mar-
ket context: whether growth in the financial sector would be also ben-
eficial for the poor, and if so, whether poverty would be reduced by fi-
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nancial sector growth. These highly debated issues have complex socio-
economic and political dimensions. To examine the relationship between
financial development and poverty reduction, I specifically focus on the
experience of emerging countries, with a more diverse selection of coun-
tries to identify patterns between financial structure, economic develop-
ment, and poverty. Emerging market experiences provide an interest-
ing case study for four main reasons. First, examining the role of the
financial sector/intermediation in the growth-development process of
emerging countries would be an important research area, as it views FG
nexus from a new perspective. Second, as the main focus of the research,
the study provides further evidence and policy suggestions on the FP
nexus, which has conflicting results in the literature, from an emerging
markets’ perspective. Third, the analysis on emerging countries would
also contribute to discussions on interactions between growing global-
ization/liberalization and poverty levels in the emerging market context
ever since the post 1980 period marked the starting point of market liber-
alization for most of emerging countries, with a specific emphasis on the
importance of financial markets. A final reason is the importance of pol-
icy implication of empirical findings, which can support policymakers by
enabling them to understand whether, and in which context finance is an
instrument that can influence poverty reduction. Because there is no con-
sensus on the role of financial development in reducing poverty, further
empirical investigation is needed to distinguish between the competing
conjectures, especially in emerging economies.

Methodologically, I construct a panel with data averaged over four-
year non-overlapping intervals from 1987 to 2011 to smooth out short-
term fluctuations in the data. I use a dynamic panel data approach to
address the omitted variable and endogeneity issues. The empirical part
of this study employs the Generalized-Method-of-Moments (GMM) ap-
proach developed by Arellano and Bond (1991) and Blundell and Bond
(1998). In order to increase the explanatory power of financial devel-
opment on poverty, I use the following as control variables; secondary
school enrolment rate, government consumption share in GDP, inflation
rate, trade as a ratio of GDP, lagged values of poverty indicators, real
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GDP per capita, real GDP per capita growth, and one-lagged value of fi-
nancial development indicator. This study finds that while financial sec-
tor development contributes to long-term economic growth, it may not
be beneficial for those on low-incomes in a sample of 45 emerging coun-
tries. The results show that bank development-compared to stock mar-
ket development-has a greater and significant impact on income poverty.
The results also show no evidence of a statistically significant relation be-
tween financial development and poverty when the combined impact of
banks and stock markets (the overall development in the financial sector)
is tested.

The remainder of the chapter is structured as follows. Section 2 re-
views the broad literature of the research field. Section 3 describes the
measures of financial development and poverty. This section also dis-
cusses the construction of the aggregate measures for bank and stock
market development. Section 4 discusses the methodology. Section 5 is
reserved for empirical analysis. Section 6 draws conclusions and offers
policy recommendations.

4.2 Literature Review

The question of whether deeper financial markets leads to greater eco-
nomic growth but also less poverty has long been examined through-
out the FGP nexus over the last two decades. Fundamentally, the theo-
retical literature reveals that financial development via enhancing asset
size, depth, liquidity (in stock exchange), stability, variety of instruments,
legal/regulatory background, competition, access to financial services,
contract quality, number of participants, effectiveness of intermediaries,
mobilizing saving/investment, expanding opportunities and providing
risk sharing channels etc. may lead to subsequent economic growth and
to a reduction in poverty. For example, Banerjee and Newman (1993)
underline that countries with larger financial market imperfections, such
as information asymmetries and transactions costs that limit access to fi-
nance, are more exposed to income inequality and poverty. That is, there
is a potential of a negative relationship between financial sector develop-

90



ment and income inequality/poverty. Similarly, Galor and Zeira (1993)
show that, in the case of capital market imperfections, the rich that invest
on human capital would remain rich while the poor remain poor and
stay in the unskilled labour sector, indicating that financial constraints
are particularly binding on the poor. According to this view, finance alle-
viates poverty both by improving the access to finance and by boosting
economic growth.1

However, from an empirical perspective, the findings provide incon-
clusive results on the FP link, but the majority of studies suggest a pos-
itive linkage between finance (more specifically, size of financial sector)
and poverty reduction. For example, Honohan (2004) suggests a robust
effect of financial development (measured as the ratio of private credit
to GDP) on poverty headcount ratio (based on both the 1- and 2-a-day
poverty lines). Given that per capita GDP is controlled in the analy-
sis, the results suggest that a direct relationship between financial de-
velopment and poverty reduction exists independently of the indirect
effect through growth. By analysing 47 developing economies from 1984
through 2008, Kpodar and Singh (2011) find that when institutions are
weak, bank-based financial systems are better at reducing poverty but, as
institutions develop, market-based financial systems become more effec-
tive towards this end. Jalilian and Kirkpatrick (2002) show that financial
development makes a clear contribution to poverty reduction. Accord-
ing to Beck et al. (2007), financial development disproportionately raises
the income of the poorest quantile and reduces income inequality. They
also find that financial development is strongly associated with poverty
alleviation. Li et al. (1998) find that financial development reduces in-
come inequality and increases the income of the lower 80% of the pop-
ulation based on data for 49 developed and developing countries over
1947 to 1994. Claessens and Feijen (2007) investigate the role of financial
development in achieving Millennium Development Goal targets. They
show that financial development and greater access to financial services
can lead to income growth and a reduction in poverty. Similarly, Dollar

1See Chapter 3 for a broader review of theoretical literature on the finance-inequality-
poverty nexus.
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and Kraay (2002), White and Anderson (2001) and Ravallion (2001) have
explained that finance has a positive effect on poverty reduction. Kap-
pel (2010) finds that financial development can reduce both poverty and
income inequality, but the effect of financial development on poverty in
particular is not only significant in itself, but also clearly greater than the
effect on income inequality.

In contrast, other studies predict that financial development may fail
to reduce poverty. Charlton (2008) argues that stock market liquidity
does not directly benefit the poor in developing countries. Quartey and
Prah (2008) finds that there is an insignificant relationship, though pos-
itive, between financial sector development and poverty reduction in
Ghana. In a more focused study, Amin et al. (2003) show, using panel
data from Bangladesh, that microfinance institutions are less effective in
reaching the vulnerable, which are the very poor among the population,
than reaching the poor. More recently, Fowowe and Abidoye (2013) ex-
amine the relationship between financial development and poverty re-
duction in African countries. Their results suggest that financial devel-
opment does not seem to reduce poverty but poverty is reduced by trade
openness and low inflation.

4.3 Data Description

I use measures of bank development, stock market development, and
poverty as well as the set of conditioning information. This section de-
scribes the variables and principal components, and provides a summary
statistics for all variables used in the analysis.

4.3.1 The Sample

The sample consists of emerging countries only, in contrast to that of
Dollar and Kraay (2002) and Beck et al. (2007), which analysed both de-
veloped and developing countries. My reasons for focussing solely on
emerging countries are threefold: Firstly, these countries may have dif-
ferent determinants of poverty compared to developed countries, due to
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structural differences in fundamental economic and political institutions.
Second, by focusing on a specific group of countries, it is possible to re-
duce sample heterogeneity. Finally, for developed countries, the existing
financial sector development indicators may not be able to fully capture
the level of financial development, since their financial systems are more
diversified and more mature.

I use a sample of 45 emerging countries for the period 1987-2011. The
analysis period provides significant knowledge on the process of finan-
cial market developments in emerging countries since the 1990s. How-
ever, in contrast to developed countries, time series data on poverty in
many emerging countries are very limited, since these countries only
started recording such data in the late ’90s. Thus, data was available
for only 45 emerging countries for banking sector analyses, and 38 coun-
tries for stock market analyses.2 Therefore, I determine the countries
for the panel based on the availability of bank and stock market devel-
opment data and poverty indicators. Data are averaged over six 4-year
periods3 rather than considered annually or quarterly in order to sweep
out business cycle fluctuations. I require that a country should have data
for at least four non-overlapping time points to be included in any esti-
mated systems. Moreover, averaging data over a period solves missing
data problem. I prefer averaging data over a period also because the
key econometric model, the System GMM estimator, requires fewer time
points and larger cross-sectionals. For the averaging period, however, it
has been observed that empirical literature uses three, four, or five year
averages. Since the variables used in this study become stationary, I pre-
fer four-year averages in order to maximize the number of time points.4

2See Table C.1 in Appendix C for the list of these countries along with their main vari-
ables.

3I have six periods. The first period represents the data averaged between 1987 and
1991 (only for the first period I use 5 year averages), the second period represents the data
averaged between 1992 and 1995, the third period represents the data averaged between
1996 and 1999, and so on.

4I also use five-year averages to assess the robustness of results. The estimated coeffi-
cients and the signs do not change dramatically when I rerun the analyses with the five-year
averaged data.
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4.3.2 Variable Selection

The selection of key variables to measure financial development is one
of the major problems in the empirical literature of the FGIP nexus.5 To
measure the financial development level, the literature has mostly used
the ratio of private sector credits to GDP (see, King and Levine, 1993;
Clarke et al., 2006; Beck et al., 2007, among others).6 The ratio of pri-
vate sector credits to GDP has been shown as a good proxy for the extent
to which private sector agents have access to financial intermediation.
Private credits to GDP might be a good indicator of financial develop-
ment in less developed countries, where traditional borrowing and lend-
ing activities are the key business in financial intermediation because
stock markets are either underdeveloped or non-existent. In emerging
economies, however, financial intermediation is relatively sophisticated
and has more dimensions. Therefore, to capture a more complete picture,
I use both bank-based and market-based financial proxies to measure fi-
nancial development in emerging countries. However, researchers do
not have direct measures of the degree to which a financial system, as a
whole, performs its key functions. In this respect, by following Ang and
McKibbin (2007), principal component analysis (PCA) is utilized in this
study to construct satisfactory and reliable indicators of bank and stock
market developments.

To measure bank development, I choose five indicators that are most
widely used by the literature. I use logarithm of liquid liabilities to
GDP (liquid), which is used by King and Levine (1993) and Rousseau
and Wachtel (2000), among many others; logarithm of private credit by
deposit money banks and other financial institutions to GDP (private),
which is used by Clarke et al. (2006) and Kappel (2010); logarithm of
bank deposits to GDP (deposit), which is used by Rioja and Valev (2004)
and Barajas et al. (2013); logarithm of bank private credit to GDP (bpri-

5There is no directly measurable or reliable data available to measure the extent and effi-
ciency of financial intermediation although the existing measures have been improved over
the last years (Ang and McKibbin, 2007). In this context, Levine (2003) mentions the prob-
lem of choosing a proxy for measuring financial development and the differences among
economies in terms of the availability of financial intermediation.

6Also see, Table C.2 in Appendix C.
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vate), which is employed in the works of Demirgüç-Kunt et al. (2012) and
Ang and McKibbin (2007); and logarithm of deposit money bank assets
to GDP (bassets), which is employed in Clarke et al. (2006). Furthermore,
I use logarithm of stock market capitalization to GDP (mktcap), which is
used by Levine and Zervos (1998) and many others; logarithm of stock
market total value traded to GDP (traded), which is used by Levine and
Zervos (1998) and Kappel (2010); and logarithm of stock market turnover
ratio (turnover), which is used by King and Levine (1993), as proxies for
stock market development.7 However, these series are highly correlated.
The correlation matrix presented in Table C.3 in Appendix C confirms
the interrelations between the indicators, and suggests that the finan-
cial development indicators may contain common information, which
may lead to multi-collinearity and over-parametrization problems. This
multi-collinearity problem is a further justification for the construction
of new aggregate measures. When all eight financial development indi-
cators are included in regressions, I generally obtain inconsistent results,
possibly because of the high correlation between financial development
indicators. At this point, PCA solves the problems of multi-collinearity.8

It should be noted that PCA does not search for causal relations; instead,
it searches for interdependence between indicators, without defining the
direction of the causal relation. Moreover, compare to the factor anal-
ysis, PCA is a more appropriate technique for data reduction when the
intention is to obtain synthetic variables (see Hair et al., 1998).

I develop three aggregate measures: one for bank development (bank-
aggregate) by using five indicators of banking development, one for stock
market development (market-aggregate) by using three indicators of stock
market development, and the last one for the overall financial develop-
ment (finance-aggregate) by using both banking and stock market devel-
opment indicators. Each aggregate measure employs principal compo-
nent analysis, which deals with the problems of over-parametrization
and multi-collinearity. Theoretically, these new aggregate measures are

7The sources and short definitions of all variables used in the analyses are provided in
Table C.2 in Appendix C.

8Principal component analysis has been used to reduce a large set of correlated variables
into a smaller set of uncorrelated variables. See Stock and Watson (2002).
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able to capture most of the information from the original dataset.

The results of the extraction of PCA for bank development and stock
market development indicators are presented in Table C.4 and Table C.5
in Appendix C, respectively. The financial development indicator for the
banking sector corresponds to the first principal component, which is the
only one with an eigenvalue greater than 1 and explains about 93.2% of
the total variance. The remaining principal components are not consid-
ered since their marginal contributions are relatively small.9 The syn-
thetic variable, in other words, the measure of bank development (bank-
aggregate), is computed as a linear combination of the five widely used
measures of bank development with weights given by the first eigen-
vector. In the case of stock market development, I extract again the first
principal component, which is able to capture 76.6% of the information
from the original dataset, while the last two components explain 23.3% of
the total variance. In addition, the first principal component is the only
one with an eigenvalue greater than 1. The first component is computed
as a linear combination of the three standard measures of stock market
development with weights given by the first eigenvector, and it is named
as market-aggregate.

I use two indicators for measuring the level of poverty. I first use the
average per capita income of the poorest quantile, which measures the
average income of the lowest 20% of the population. To calculate the
average income, I multiply the income share of the lowest 20% quan-
tile, which is provided by the World Bank’s Database, by the average per
capita GDP and divide by 0.2. A second poverty indicator is the percent-
age of the population living below US$2.00 a day at 2005 international
prices, namely that headcount ratio. These data are based on primary
household survey data obtained from government statistical agencies
and World Bank country departments.

9For instance, while the second principal component explains 4.4% of the variation, the
third principal component explains 1.3% of the variation, and the last two components
together explain only 1.1% of the variation.



4.3.3 Summary statistics

Table 1 provides summary statistics for the eight financial development
indicators, three dependent variables and six control variables.

Table 4.1: Summary Statistics

Variable Obs Mean Std. Dev. Min Max
Poverty headcount ratio (at 2$ a day, PPP) 250 22.16 23.51 0 88.67
Average per capita income of the poorest quintile 242 1133.7 1313.6 47.51 7067.75
Bank private credit to GDP 249 34.1 26.77 1.26 150.17
Deposit money bank assets to GDP 251 41.57 28.98 2.83 157.84
Liquid liabilities (M3) to GDP 242 42.48 28.62 4.03 160.91
Private credit by financial system to GDP 249 35.23 27.14 1.26 150.17
Bank deposits to GDP 251 33.64 22.89 2.64 116.61
Stock market capitalization to GDP 200 27.03 32.77 0.19 221.82
Stock market total value traded to GDP 197 11.91 21.75 0.002 141.21
Stock market turnover ratio 198 40.85 55.77 0.81 396.66
GDP per capita (constant 2005 US $) 267 3663.4 3217.62 191.7 19446.5
General government final consumption to GDP 267 14.48 4.75 3.99 29.89
Inflation, annual GDP deflator 267 77.6 412.79 -4.71 5740.22
School enrolment rate, secondary gross 250 73 23.02 9.8 107.71
Trade to GDP 267 80 40.24 14.49 204.33

Note: All variables (except GDP per capita) are in percentage form and averaged over four-year period.

Definitions of variables are same as in Table A.2 in Appendix.

Obs., Std. Dev., Min., and Max. denote observation, standard deviation, minimum, and maximum, respectively.

There are considerable variations in financial development indicators
across countries. Private credit ranges from 1.26% of GDP in Ukraine
(in 1992-1995) to 150% of GDP in Thailand (in 1996-1999). Liquid liabil-
ities to GDP ratio ranges from 4% in El Salvador (in 1992-1995) to 161%
in China (in 2008-2011), while stock market turnover ratio ranges from
0.34% in Uganda (in 2008-2011) to 397% in Pakistan (in 2000-2003). The
dependent variables also show a large variation. For example, poverty
headcount ratio (at 2$ per day) has its minimum value of 0 in several
countries (for instance, Kyrgyzstan and Slovak Republic, in 1987-1991)
while it takes maximum value of 89 in Pakistan (in 1987-1991).

4.4 Econometric Methodology

I use dynamic panel GMM techniques to address the problems of po-
tential endogeneity, and unobserved country-specific effects in the data.
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Equation (4.1) shows the baseline regression model for the analysis.

yi,t = αyi,t−1 + βFDi,t + γXi,t + ηi + ξt + εi,t (4.1)

where yi,t represents, alternatively, logarithm of the average income of
the poorest quantile and logarithm of the headcount ratio for country i
in period t, where each period represents the four year-averaged time
points. The first explanatory variable is the lagged value of the depen-
dent variable, yi,t−1, which introduces a dynamic specification to mea-
sure the persistency in poverty. FDi,t represents the level of financial
development at period t. Xi,t represents the set of explanatory variables
such as secondary school enrolment rate, trade as a ratio of GDP, infla-
tion rate, government consumption share in GDP, real per capita GDP,
real per capita GDP growth, and one lagged value of financial develop-
ment indicator. Finally, ηi captures unobserved country-specific effects,
ξt is a period-specific constant, and εi,t is the error term.

By construction, there is a problem of endogeneity due to the simul-
taneous presence of the country-specific effect (ηi) and the lagged de-
pendent variable. In other words, the strict exogeneity hypothesis that
excludes feedback of error towards the explanatory variables is rejected,
since the lagged dependent variable is correlated with the error term. To
overcome this problem, I employ the System GMM approach, an aug-
mented version of GMM outlined in Arellano and Bond (1991) and fully
developed in Blundell and Bond (1998), who more precisely articulated
the necessary assumptions for the augmented estimator, and tested it
with Monte Carlo simulations. The System GMM estimator provides
consistent and efficient estimates, overcomes the endogeneity problem,
and is a better fit for panel studies, having fewer time points and greater
numbers of individuals (Blundell and Bond, 1998). In the System GMM,
the original equations in levels can be added to the system, and the addi-
tional moment conditions could increase efficiency, while lagged levels
are often poor instruments for first differences. In other words, prede-
termined and endogenous variables in levels are instrumented with suit-
able lags of their own first differences; the predetermined and endoge-
nous variables in first-differences are instrumented with suitable lags of
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their own levels; strictly exogenous regressors, as well as any other in-
struments, enter the instrument matrix in the conventional instrumental
variables fashion, which requires one column per instrument.10

To have valid instruments, I use the standard Hansen test of over-
identification, where the null hypothesis is that the instrumental vari-
ables are not correlated with the residual, and the serial correlation test,
where the null hypothesis is that there is no second-order serial correla-
tion in the error terms. The Arellano-Bond test for autocorrelation has a
null hypothesis that there is no autocorrelation. The tests for AR (1) pro-
cess in first differences rejects the null hypothesis since ∆εi,t = εi,t−εi,t−1
and, ∆εi,t−1 = εi,t−1 − εi,t−2, that is, both have εi,t−1. However, the test
for AR (2) in first differences is more important because it detects auto-
correlation in levels. Moreover, the number of instruments should be less
than or equal to the number of groups to have valid instruments.

To assess the strength of the linkage between financial development
and poverty reduction, I control for other potential determinants of poverty
in regressions. I use standard control variables that are widely used in
the literature (for a survey, see Christiaensen et al., 2003). These vari-
ables are also introduced into the model as a test of robustness. I first
control for the one lagged levels of poverty indicators, which allows me
to test persistency in poverty, as in Beck et al. (2007), although this is
a more data-demanding specification. Then, I use logarithm of the sec-
ondary school enrolment rate (education) to control for human capital ac-
cumulation. I also use logarithm of the ratio of trade to GDP (trade) to
capture the degree of openness of an economy. I add inflation rate (infla-
tion) as a control variable since, Ravallion and Datt (1999), Easterly and
Fischer (2001), and Dollar and Kraay (2002) all find evidence that this is
a significant determinant of poverty. Moreover, I also use logarithm of
the ratio of government consumption to GDP (government) to measure
macroeconomic stability (see Beck et al., 2000). In order to test the im-
pact of economic growth on poverty, I use the growth rate of the real
GDP per capita (growth), as in Dollar and Kraay (2002) and Beck et al.

10See Appendix A.3 for the brief summary of the System GMM estimator, which is also
utilized in Chapter 2.
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(2007). A large body of the FG literature predicts that effective financial
systems can promote economic growth and reduce poverty by ameliorat-
ing information and transaction costs (Bencivanga et al., 1995; King and
Levine, 1993a; Beck and Levine, 2004). Therefore, it is crucial to control
whether financial development affects those on low-incomes by its effect
on GDP per capita. Hence, I also control for real GDP per capita (gdpc)
to establish whether there is a disproportionate effect of financial devel-
opment on the income of the lowest-paid quantile. I finally control for
the effect of the lagged value of financial development, FDi,t−1. Since
financial development may have delayed effects on poverty, I include
the one-period lagged value of financial development as a regressor (for
simplicity, the same number of lags is used for dependent variable as for
financial development).

4.5 Empirical Results

The basic specification tests the impact of financial development on the
level of poverty indicators. That is, I regress the natural log of the (i)
average income of the poorest quantile, and (ii) headcount ratio on the
measure of financial development, consecutively. Then, I introduce the
lagged levels of poverty measures (log of the one-lagged value of depen-
dent variable), secondary school enrolment rate, trade to GDP ratio, gov-
ernment consumption to GDP ratio, GDP deflater, real GDP per capita
growth, real GDP per capita, real GDP per capita square, and one lagged
value of financial development, where control variables are included one
by one in the regressions. Stata 12 is used as the econometrics package.
For the purpose of completeness, the models employ both the OLS and
System GMM estimators. The OLS estimates represent the biased mod-
elling approach with some theoretical inconsistencies, and so the System
GMM results are primary source of the discussion. Moreover, the over-
identification test (Hansen-p) and the serial correlation test (AR(2)), are
valid for all specifications. The p-values for these tests are presented at
the end of each table. All regressions include time dummies, which I
find to be jointly insignificant in almost every regression, to account for
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time-specific effects. In order to save space, the coefficients of the time
dummies are not reported in the tables. In all runs, I assume that con-
trol variables are exogenous11 and financial development indicators are
endogenous in the sense of being correlated with shocks to poverty mea-
sures in both the current and previous periods.

4.5.1 Bank Development and Poverty Reduction

Table 4.2 sets out the results for the regression models on bank-aggregate
and average income of the poorest quantile, as the first proxy of poverty indi-
cator. Policymakers may theoretically expect a positive linkage between
the average income of the poor and bank development, as the devel-
opment in banking sector could reduce poverty. However, the System
GMM results show that bank development fails to benefit those on low-
incomes in emerging countries. I find that the effect of bank development
on the level of the average income of the poorest quantile is negative,
which is shown in columns 5, 6, 7, 8, and 9 of Table 4.2 (remembering
that the System GMM results are the preferred ones). That is, the direct
effect of bank development on poverty reduction is negative, implying
countries with higher levels of bank development experienced higher
levels of poverty in terms of the average income of the poorest quantile
in emerging countries. This may suggest that in emerging countries, ac-
cess to banking services for the poor is limited compared to the access
for the rest of the population. This finding contradicts that of Beck et al.
(2007), who find a positive effect of bank development on poverty reduc-
tion by using a private credit to GDP ratio as an indicator of financial
development. The reason could lie in the sample composition and the
selection of the bank development indicator. In this study, the sample
consists of emerging economies, while theirs comprises both develop-
ing and developed economies, the latter having bigger and more diverse
financial systems. Moreover, I employ PCA to five indicators of bank
development, rather than private credits to GDP ratio.

11Dollar and Kraay (2002) and Easterly and Fischer (2001) find that the income of the
poorest quantile is significantly affected by inflation. However, when I treat inflation as an
exogenous or an endogenous variable, the results do not change dramatically.
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The negative relationship between bank development and average
income of the poorest is robust to a number of robustness tests. In each
column, I control for the one-period lagged value of the average income
of the poorest quantile, which enters significantly and positively in the
regressions, suggesting that countries with lower level of poverty at the
previous period tend to experience faster reductions in poverty in the
current period. When I control for secondary school enrolment rate,
trade openness, inflation rate and government consumption (column 6 of
Table 4.2), bank-aggregate enters negatively and statistically significantly
at 10% level, while only inflation rate enters significantly (at 1% level)
among the other control variables. The negative sign of the inflation rate
indicates the importance of macroeconomic stability for poverty reduc-
tion in emerging countries. In addition, the coefficient of bank-aggregate
becomes insignificant when I control for real GDP per capita growth as
shown in column 7 of Table 4.2. On the other hand, when I control for
real GDP per capita and its square, the coefficient of bank-aggregate again
improves in magnitude and significance compared to the equations in
columns 5 and 6 of Table 4.2. However, there is no evidence of non-
linearity between the dependent variable and real GDP per capita since
the estimated coefficient of the real per capita GDP square is statistically
insignificant. In column 9 of Table 4.2, I control for the one-lagged value
of bank development indicator (bank-aggregate (t-1)). Although the co-
efficient of bank-aggregate (t-1) appears positively and insignificantly, the
coefficient of bank-aggregate remains negative and statistically significant
at 5% level. The result suggests that bank development does not have
delayed effect (at least in one lagged period) on poverty measured by
average income of the poorest quantile.

The bank development and poverty linkage was also analysed through
the level of the headcount ratio, the percentage of the population living
below US$2.00 a day, as the second proxy of poverty indicator. There is a
negative but insignificant linkage between bank-aggregate and headcount
ratio, according to the results of the System GMM equations in columns
6, 7, 8 and 9 of Table 4.3. The results suggest that bank development
might reduce headcount ratio in emerging countries; however, its effect
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on headcount ratio is not statistically significant. When I control for pos-
sible determinants of headcount ratio, the significance of the estimated
coefficient does not change. On the other hand, the results show that sec-
ondary school enrolment rate and government consumption have nega-
tive and significant impacts on the level of the headcount ratio as shown
in columns 6 and 7 of Table 4.3. The negative sign of the secondary school
enrolment rate justifies the need for the human capital investment in or-
der to reduce headcount ratio in emerging countries. Moreover, in col-
umn 8, I test the effect of real GDP per capita and its square on the head-
count ratio. Columns 8 and 9 of Table 4.3 show that there is an inverted
U-shaped relationship between GDP per capita and headcount ratio. In
addition, although real GDP per capita and its square enter significantly,
this does not improve the explanatory power of bank-aggregate.
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4.5.2 Stock Market Development and Poverty Reduction

Stock market development has received much attention in emerging coun-
tries in the last 20-25 years, given the fact that the financial structure of
these countries is mostly bank-based. Hence, in this context, it may be
appropriate considering the effect of stock markets in the measurement
of financial development. In this respect, I also analyse the relation-
ships between stock market development and poverty indicators, using
a sample of 38 emerging countries for the period of 1987-2011. The re-
sults of the regressions are reported in Table 4.4 and Table 4.5. To repre-
sent the development in stock markets, I use the first principal compo-
nent, which is obtained through PCA as explained in (4.3.2), namely that
market-aggregate. I run the same regressions with the aggregate measure
of stock market development. I also utilize the same control variables as
indicated previously.

Table 4.4 presents the results for the regression models on market-
aggregate and average income of the poorest quantile, as the first proxy of
poverty indicator. It is suggested in Table 4.4 that stock market devel-
opment may have positive impact on the average income of the poorest
quantile. This relationship is statistically significant in the System GMM
results of columns 6 and 8, with respectively 10% and 1% significance
levels. When I control for secondary school enrolment rate, trade open-
ness, inflation rate, and government consumption (column 6 of Table
4.4), the coefficient of market-aggregate enters positively and significantly
at 10% level. Furthermore, when I add real GDP per capita and its square
in addition to the other control variables (column 8), market-aggregate en-
ters positively and significantly at 1% level. As regards other explanatory
variables, the secondary school enrolment rate and trade openness en-
ter positively and significantly in columns 6 and 7, respectively. When I
control for real GDP per capita growth, I see that the coefficient of market-
aggregate becomes insignificant as shown in column 7. Therefore, in the
context of the results of Table 4.4, it is possible to argue that stock market
development may have positive impacts on poverty reduction, which
is measured by the average income of the poorest quantile in emerging
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countries; moreover, this result appears to be supported by some control
variables such as secondary school enrolment rate, trade openness, GDP
per capita growth, and government consumption. Additionally, when I
test the delayed effect of market-aggregate on the average income of the
poorest quantile, I find that there is no significant relationship between
these two, though the relationship is negative. However, including the
lagged value of market-aggregate in the regression changes its signifi-
cance effect on poverty as can be seen by comparing columns 8 and 9 of
Table 4.4.

The relationship between stock market development and poverty was
also analysed using a headcount ratio as the second poverty indicator. The
System GMM results of columns 5, 6, 7, 8 and 9 of Table 4.5 imply a possi-
ble negative, but statistically insignificant, relation between stock market
development and headcount ratio. Moreover, none of the control vari-
ables, except log of the lagged headcount ratio, enters significantly in the
regressions. The log of the lagged headcount ratio is the only statistically
significant control variable among those presented in Table 4.5.
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The estimated coefficients of market-aggregate are mostly statistically
insignificant according to the results of Table 4 and Table 5. I find sta-
tistically significant coefficients only for the regressions between market-
aggregate and average income of the poorest quantile (see, columns 6 and 8 of
Table 4.4), suggesting that stock market development could contribute to
income of the poorest quantile. The results suggest a statistically weak
linkage between stock market development and poverty reduction, de-
spite the emphasis on the former after the 1980s in emerging countries.
There may be several explanations for the finding. First, it is possible
that stock markets tend to benefit large/mature firms, due to the high
costs of issuing equity. Hence, small firms or financially constrained en-
trepreneurs need to rely on personal wealth or internal resources for in-
vestment. This restricted access to stock markets eventually has negative
impacts on inequality/poverty reduction. Second, the results related to
market-aggregate appear to support Lin’s (2009) argument that emerging
countries’ primary need is for banks rather than more sophisticated fi-
nancial institutions like stock markets. Finally, probably because stock
markets have less developed in emerging countries and hence not yet
reached the minimum levels of size and activity required to provide op-
portunities/benefits for all market participants, positive contributions of
stock market to poverty reduction may be somehow limited.

4.5.3 Banks, Stock Markets and Poverty Reduction

I also examine the simultaneous effect of bank and stock market devel-
opment (overall development in the financial sector) on poverty reduc-
tion. As proxies for overall financial development, I use liquid liabil-
ities, private credit by deposit money banks and other financial insti-
tutions, bank deposits, bank private credit, deposit money bank assets,
stock market capitalization, stock market total value traded, and stock
market turnover.12 I combine eight conventional measures (five indica-
tors of bank development and three indicators of stock market develop-
ment, which are used in the previous sections) of financial development

12The descriptions of the variables are same as shown in Table C.2 in Appendix C.

110



to construct a composite indicator using principal component analysis as
described in part (4.3.2).

According to the results of PCA of these eight indicators, the first
principal component explains about 70% of the variation in the original
data, while the second principal component explains 18% of the stan-
dardized variance.13 Therefore, the first principal component is chosen to
represent the overall financial development in the sample of 45 emerging
economies. Theoretically, this new variable, finance-aggregate, is able to
capture most of the information from the original dataset. Equation (4.1)
is estimated through the OLS and System GMM procedures. I present
the System GMM results only, since it is the preferred estimator. As de-
pendent variables, I use average income of the poorest quantile and headcount
ratio, as described previously.

Table 4.6 presents the results for the one-step System GMM estimates.
Columns 1 and 2, and columns 3 and 4 report the results for the average
income of the poorest quantile and headcount ratio, respectively. As can
be seen from Table 4.6, I find no evidence of significant relationship be-
tween the overall financial development variable, measured by finance-
aggregate, and the poverty measures. The second column of Table 4.6
shows that despite a positive relationship between finance-aggregate and
average income of the poorest quantile, this relationship is statistically in-
significant. Among the explanatory variables, only the secondary school
enrolment rate is statistically significant (at 10% level), and positively
associated with the average income of the poorest quantile. In the last
column of Table 4.6, I examine the effect of financial development on the
headcount ratio. The result predicts a negative but insignificant relation-
ship between finance-aggregate and headcount ratio. The results in Table
4.6, therefore, indicate that overall financial development generally ex-
erts a positive but statistically insignificant effect on poverty reduction.

When I examine the simultaneous effect of bank and stock market
development, the results change dramatically, compared to their sepa-
rate effects, which are presented through Table 4.2 to Table 4.5. That
is, while Table 4.4 suggests that stock market development may have

13The results are not presented in order to conserve space.



Table 4.6: Finance-aggregate and Poverty Reduction (Estimation method:
one-step System GMM

Variable Average income
of the poorest

Average income
of the poorest

Headcount
ratio

Headcount
ratio

Lagged dependent variable 0.952 0.539 1.391 0.767
(0.217)*** (0.391) (0.540)** (0.210)***

Finance-aggregate -0.023 0.042 0.077 -0.15
(0.035) (0.085) (0.268) (0.117)

Secondary enrolment 0.669 -0.441
(0.389)* (0.438)

Trade openness 0.054 -0.022
(0.121) (0.245)

Inflation rate 0.304 -0.321
(0.576) (0.447)

Government 0.133 -0.465
(0.364) (0.606)

Observations 150 140 153 143
Number of Groups 41 40 41 40
Number of Instruments 13 16 11 19
Hansen test p-value 0.291 0.429 0.611 0.294
AR(2) 0.078 0.245 0.479 0.486

Note: The table presents the results for the estimated coefficients and their robust standard errors in parenthesis. The dependent variable is the
four-year (non-overlapping) average of (i) the average income of the poorest quantile, and (ii) Headcount index for each country, which yields
six observations per country. Four-year averages for all of the independent variables are computed over the same period. Definitions of variables
are same as in Table C.2 in Appendix. The following are also reported: specification statistics including R-squared, F-statistics, number of groups,
number of instruments, Hansen p-value test of over-identification test, and AR(2) test of the error terms. Time dummies for six time points are
included in the model. *, **, and *** denote statistically significant coefficient at 10%, 5% and 1% levels, respectively.

a positive and significant, though statistically weak, impact on the av-
erage income of the poorest quantile, the third and fourth columns of
Table 4.6 suggest a statistically insignificant relationship between overall
financial development and the average income of the poorest quantile.
Thus, considering the simultaneous effects of banks and stock markets
alone may not fully capture the relationship between financial develop-
ment and poverty reduction. Moreover, omitting the impact of either
banks or stock markets may also result difficulties in assessing the ex-
act impact of financial development (see Beck and Levine, 2004). Using
a combined variable, finance-aggregate implies two points. First, from a
methodological perspective the results prove the need for investigating
both simultaneous and separate effects of banks and stock market devel-
opment on poverty reduction. Second, the outcome suggests that inter-
actions between stock markets, banks and poverty may have different
channels based on sector specific interactions with fund allocation, risk
sharing, and mobilization of savings etc.
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In addition to the robustness tests that I performed using various
control variables in the regressions through Tables 4.2-4.6, I also analyse
the relationship between banks, stock markets and poverty using both
yearly and 5-year averaged data for the 1987-2011 period, instead using
4-year averaged data. I rerun all the regressions for both average income
of the poorest quantile and headcount ratio. However, the sign and sig-
nificance level of the estimated coefficients did not change dramatically.
The results of the regression analyses with yearly and 5-year averaged
data suggest that financial development does not have a statistically sig-
nificant (or strong) impact on poverty reduction in emerging countries
for the given period.

4.5.4 Banks, Stock Markets and Economic Growth

Theory and evidence show that an effective financial system promotes
subsequent economic growth. To test this hypothesis in the emerging
markets context, I examine the effect of overall financial development,
including banks and stock markets, on economic growth using a sample
of 45 countries. I do not examine the separate impacts of banks and stock
markets on growth, since FG nexus is not the target area of interest. I use
the same indicators of financial development as described previously.
I use finance-aggregate, which is the first principal component obtained
through PCA process employed in part (4.5.3), to measure the overall
financial development.

The results presented in Table 4.7 suggest that overall financial de-
velopment (banks and stock markets) promotes subsequent economic
growth in a sample of 45 emerging economies during the period of 1987-
2011. Column 1 represents the results for the baseline regression, while
regression in Column 2 controls for other determinants of growth. The
estimated coefficient of finance-aggregate is 0.031 and statistically signif-
icant at 1% level, as shown in Column 2. Among the control variables,
only the secondary school enrolment rate enters significantly with a pos-
itive impact on economic growth. Moreover, the lagged level of real
GDP per capita is negatively and significantly correlated with economic
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growth, consistent with findings of previous studies (see, for example,
Barro, 1989; Bekaert et al., 2005).

Table 4.7: Finance-aggregate and Economic Growth (Estimation method:
one-step System GMM)

Variable one-step System-GMM one-step System-GMM
Log of lagged GDP per capita -0.053 -0.240

(0.040)*** (0.151)***
Finance-aggregate 0.029 0.056

(0.008)*** (0.017)***
Secondary school enrolment 0.397

(0.233)*
Trade openness -0.004

(0.057)
Inflation rate -0.056

(0.070)
Government consumpiton 0.036

(0.128)
Observations 177 153
Number of Groups 41 35
Number of Instruments 33 22
Hansen test p-value 0.313 0.320
AR (2) 0.007 0.076

Note: The table presents the results for the estimated coefficients and their robust standard errors in parenthesis. The dependent variable is the
four-year (non-overlapping) average of the real GDP per capita growth for each country, which yields six observations per country. Four-year
averages for all of the independent variables are computed over the same period. Definitions of variables are same as in Table C.2 in Appendix.
The following are also reported: specification statistics including R-squared, F-statistics, number of groups, number of instruments, Hansen p-
value test of over-identification test, and AR(2) test of the error terms. Time dummies for six time points are included in the model. *, **, and ***
denote statistically significant coefficient at 10%, 5% and 1% levels, respectively.

In line with majority of the evidence provided by the FG literature,
these empirical results based on the System GMM estimates show that
well-functioning financial systems may support economic growth in emerg-
ing countries. As a consequence, I believe that financial development can
improve the investment opportunities and diversify the risks for large
and mature firms, and thus enhance overall growth and employment
opportunities for the poor. Hence, in the long-run, financial develop-
ment may indirectly lead to poverty reduction by stimulating economic
growth, since I find evidence of its positive contribution to growth and
growth is good for the poor. This finding is confirmed by the results,
though not strongly, presented in column 7 of Table 4.4, which suggest a
positive and significant relationship between real GDP per capita growth
and the average income of the poorest quantile.



4.6 Concluding Remarks and Policy Implications

The question of whether deeper financial markets lead not only to more
economic growth, but also to reduced poverty has been continually ex-
amined throughout the FGP nexus over the last two decades. Although
a large body of literature has shown that financial sector development is
correlated with subsequent economic growth, theory provides conflict-
ing predictions about the impact of finance on poverty reduction. This
study tests the hypothesis of whether bank and stock market develop-
ment would reduce poverty, in the context of newly emerging FP nexus.
I use data from 45 emerging countries for the period of 1987-2011. Using
several financial development indicators to take the various dimensions
of the financial sector into account, I develop three aggregate measures,
one each for bank development (bank-aggregate), stock market develop-
ment (market-aggregate), and the overall financial development (finance-
aggregate) in order to investigate whether development of financial sector
creates better conditions for the poor.

Four main points emerge from the study. First, with regards the re-
gressions between bank development and poverty reduction, I find that
bank development, measured by bank-aggregate, has a negative and sta-
tistically significant effect on the average income of the poorest quan-
tile, while the effect is insignificant, though negative, for the headcount
ratio. Second, the results of the regressions between stock market de-
velopment indicator, market-aggregate, and poverty measures suggest a
positive and statistically significant effect of stock market development
on the average income of the poorest quantile, and insignificant effects
on the headcount ratio. The results underline that stock market devel-
opment may have positive impacts on poverty reduction. Some support
for this result is provided by certain specific indicators, such as the sec-
ondary school enrolment rate, trade openness, GDP per capita growth,
and government consumption. Moreover, the size of the effect of bank
development on poverty is clearly larger than for the stock market, indi-
cating the greater importance of the role of banks for poverty reduction
in emerging countries. This finding is consistent with the fact that the fi-
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nancial structure of emerging countries is mostly bank-based, despite the
amount of attention to stock market development in the last 20-25 years.
Third, regarding the effect on poverty of overall financial development,
measured by finance-aggregate, the results indicate that it generally exerts
positive but statistically insignificant effect, suggesting that considering
only the simultaneous effects of banks and stock markets may not fully
capture the effect of financial development on poverty reduction. These
conflicting results justify the need for investigating both simultaneous
and separate effects of bank and stock market developments. Fourth,
with regards the other explanatory variables, the results suggest that
countries with higher inflation rates are likely to have more difficulties in
reducing poverty, indicating the importance of macroeconomic stability
for poverty reduction in emerging countries. The regression results also
suggest that the secondary school enrolment rate and government con-
sumption also have negative and statistically significant impacts on the
headcount ratio.

The results indicate that financial development in banks and stock
markets failed to reach the poorest segments of society in emerging coun-
tries, despite the positive but weak impact of stock markets on poverty
reduction. Although financial systems have developed over the last two
decades, especially in terms of size and liquidity, the poor could not
benefit from these improvements. Less democratized access to credit
markets, high income inequalities, institutional obstacles, concentrated
political or economic power of higher income groups, government poli-
cies, and the lack of sufficient collateral use can be shown as the main
reasons for the limited access to finance of the poor in emerging coun-
tries. It is also important to note that a large proportion of the poor live
in rural areas, which are often beyond the reach of financial services,
especially banking services. That could be another reason for the lack
of democratized access to financial services. The results may also sug-
gest that the poor do not have sufficient access to financial services, or
they have access to some activities, but not to poverty reducing. Fur-
thermore, it is widely accepted that broadening the access to finance
for microenterprises, SMEs, and vulnerable groups is particularly im-
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portant for poverty reduction. Some Latin American countries such as
Brazil and Argentina have succeeded in reducing poverty via enhancing
microfinance institutions. To benefit effectively from such institutions
and credit programs they should be well designed and accompanied by
other services such as assistance in accessing markets, provision of ca-
pacity building, etc. In addition, the critical importance of the effective
regulatory and supervisory mechanisms for managing the possible risks
that financial sector development could bring should be taken seriously
by the policymakers. The investigation of the effects of such factors on
poverty reduction is left for the future research.
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Appendix A

Appendix for Chapter 2

A.1 Tables



Table A.1: List of Countries Used in the Estimations

High-Income (45) Middle-Income (77) Low-Income (24)
Aruba Angola Macedonia Burundi
Australia Albania Mongolia Benin
Austria Argentina Mauritius Burkina Faso
Belgium Armenia Malaysia Bangladesh
Bahrain Azerbaijan Nigeria Central African Rep.
Bahamas, The Bulgaria Pakistan Ethiopia
Barbados Belarus Panama Gambia, The
Canada Belize Peru Guinea-Bissau
Switzerland Bolivia Philippines Kenya
Cyprus Brazil Papua New Guinea Kyrgyzstan
Czech Republic Bhutan Paraguay Cambodia
Germany Botswana Romania Madagascar
Denmark China Russian Federation Mali
Spain Cote d’Ivoire Sudan Mozambique
Estonia Cameroon Senegal Malawi
Finland Congo, Rep. Solomon Islands Niger
France Colombia El Salvador Nepal
United Kingdom Costa Rica Suriname Rwanda
Equatorial Guinea Dominica Swaziland Chad
Greece Dominican Rep. Seychelles Togo
Hong Kong SAR Algeria Thailand Tanzania
Croatia Ecuador Tonga Uganda
Hungary Egypt, Arab Rep. Tunisia Congo, Dem. Rep.
Ireland Fiji Turkey Zimbabwe
Iceland Gabon Ukraine
Israel Georgia Uruguay
Italy Ghana St. Vincent and the Grenadines
Japan Grenada Vietnam
St. Kitts and Nevis Guatemala Vanuatu
Korea, Rep. Guyana Samoa
Luxembourg Honduras South Africa
Macao SAR Indonesia Zambia
Malta India
Netherlands Iran, Islamic Rep.
Norway Jordan
New Zealand Kazakhstan
Poland Lao PDR
Portugal St. Lucia
Saudi Arabia Sri Lanka
Singapore Lesotho
Slovak Republic Lithuania
Slovenia Latvia
Sweden Morocco
Trinidad and Tobago Moldova
United States Mexico
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Table A.3: Correlation Matrix Between Financial Development Variables

Variable Private Liquid Central Assets Deposits Finsys Mktcap Traded Turnover
Private 1.000
Liquid 0.775 1.000
Central 0.478 0.362 1.000
Assets 0.976 0.805 0.467 1.000
Deposits 0.759 0.963 0.365 0.793 1.000
Finsys 0.756 0.963 0.358 0.789 0.999 1.000
Mktcap 0.515 0.512 0.337 0.506 0.533 0.535 1.000
Traded 0.479 0.335 0.248 0.458 0.323 0.321 0.705 1.000
Turnover 0.258 0.143 0.113 0.256 0.101 0.096 0.211 0.608 1.000

Note: Definitions of variables are same as in Table A.2.

Table A.4: PCA of Bank Development Indicators

PCA 1 PCA 2 PCA 3 PCA 4 PCA 5 PCA 6
Eigenvalues 5.1436 0.5995 0.1712 0.0488 0.0349 0.0017
% of variance 0.8573 0.0999 0.0285 0.0081 0.0058 0.0003
Cumulative % 0.8573 0.9572 0.9857 0.9939 0.9997 1.0000

Eigenvectors
Variable Vector 1 Vector 2 Vector 3 Vector 4 Vector 5 Vector 6
Private 0.4208 0.0172 -0.6640 -0.1652 0.5953 0.0080
Liquid 0.4222 -0.2610 0.2168 0.8213 0.1789 -0.0055
Central 0.3045 0.9277 0.1983 0.0853 0.0028 0.0018
Assets 0.4282 -0.0479 -0.4451 0.0528 -0.7832 0.0042
Deposits 0.4297 -0.1822 0.3630 -0.3816 0.0102 -0.7104
Finsys 0.4290 -0.1883 0.3779 -0.3774 0.0096 0.7037

Note: Definitions of variables are same as in Table A.2.

Table A.5: PCA of Stock Market Development Indicators

PCA 1 PCA 2 PCA 3
Eigenvalues 2.3846 0.6037 0.0116
% of variance 0.7949 0.2013 0.0039
Cumulative % 0.7949 0.9961 1.0000

Eigenvectors
Variable Vector 1 Vector 2 Vector 3
Mktcap 0.5295 0.7386 0.4172
Traded 0.6452 -0.0314 -0.7634
Turnover 0.5508 -0.6734 0.4932

Note: Definitions of variables are same as in Table A.2.
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Table A.7: Private Credit and Economic Growth (Robustness Test)

Variable (1)
Low-Income

(2)
Middle-Income

(3)
High-Income

Constant 0.140 2.3865 3.267
(0.562) (0.934)** (1.127)***

Initial real GDP per capita -0.0310 -0.4102 -0.2076
(0.101)*** (0.129)*** (0.042)***

Private credit to GDP 0.0951 0.2283 -0.085
(0.047)* (0.0787)*** (0.0427)*

Secondary school enrolment rate 0.0232 -0.0187 -0.030
(0.025) (0.0642) (0.187)

Trade openness -0.1025 -0.0447 -0.052
(0.050)* (0.076) (0.059)

Government consumption 0.0713 0.0652 -0.196
(0.045) (0.101) (0.200)

Inflation rate -0.005 0.0637 0.046
(0.026) (0.0316)** (0.216)

Observations 111 392 202
Number of Groups 23 74 43
Number of Instruments 21 22 17
Hansen test p-value 0.244 0.016 0.216
Difference-in-Hansen test p-value 0.277 0.025 0.100
AR(2) 0.799 0.578 0.605

Note: Dependent variable is the three-year (non-overlapping) average of real per capita GDP growth, and all independent variables are averaged
over the same three-year period. Based on our panel of 1991-2011, there are seven time 3-year time periods. Robust standard errors are given
within parentheses. Definitions of variables are same as in Table A.2. Specification statistics including R-squared, number of groups, number of
instruments, Hansen test p-value and Difference in Hansen test p-value tests of over-identification test, and AR(2) test of the error terms are also
reported. Time dummies for seven time points are included in the model. *, **, and *** denote statistically significant coefficient at 10%, 5% and
1% levels, respectively.



Table A.8: Stock Market Turnover and Economic Growth (Robustness Test)

Variable (1)
Middle-Income

(2)
High-Income

Constant 1.483 -0.092
(0.686)** (0.238)

Initial real GDP per capita -0.184 0.013
(0.056)*** (0.030)***

Stock market turnover 0.043 0.0420
(0.022)* (0.017)**

Secondary school enrolment rate -0.010 0.016
(0.024) (0.018)

Trade openness -0.029 -0.023
(0.029) (0.025)

Government consumption 0.091 -0.010
(0.050)* (0.026)

Inflation rate 0.059 0.004
(0.070) (0.016)

Observations 178 201
Number of Groups 38 39
Number of Instruments 21 21
Hansen test p-value 0.451 0.209
Difference-in-Hansen test p-value 0.589 0.626
AR(2) 0.609 0.051

Note: Dependent variable is the three-year (non-overlapping) average of real per capita GDP growth, and all independent variables are averaged
over the same three-year period. Based on our panel of 1991-2011, there are seven time 3-year time periods. Robust standard errors are given
within parentheses. Definitions of variables are same as in Table A.2. Specification statistics including R-squared, number of groups, number of
instruments, Hansen test p-value and Difference in Hansen test p-value tests of over-identification test, and AR(2) test of the error terms are also
reported. Time dummies for seven time points are included in the model. *, **, and *** denote statistically significant coefficient at 10%, 5% and
1% levels, respectively.

Table A.9: Summary of the sign and the significance level of the relation-
ship between bank development, stock market development, and economic
growth in full sample, low-, middle-, and high-income countries.

Development/Income Group Low-Income Middle-Income High-Income Full Sample
Bank Development +, ** +, ** -, *** x
Stock Market Development x +, ** +, ** x
Overall Financial Development +, 0 +, 0 +, ** +, **

Note: The sign + denotes the positive relationship between given type of financial development and economic growth in specific income group,
”-” denotes the negative relationship, ”0” denotes the statistically insignificant relationship, and ”x” denotes no observation (regression results).
*, **, and *** denote statistically significant coefficient at 10%, 5% and 1% levels, respectively.
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A.2 Principal Component Analysis

Principal Component Analysis (PCA) is a well-established technique for
dimensionality reduction (Hotelling, 1933; Stock and Watson, 2002). The
popularity of PCA comes from three important properties:

• It is the optimal (in terms of mean squared error) linear scheme for
compressing a set of high dimensional vectors into a set of lower
dimensional vectors and then reconstructing.

• The model parameters can be computed directly from the data, for
example, by diagonalizing the sample covariance.

• The compression and decompression are easy operations to per-
form given the model parameters, they require only matrix multi-
plications.

Historically PCA was first formulated in a statistical setting: to esti-
mate the principal components of a multivariate random variable x from
given sample points {xi} . For a multivariate random variable x ∈ RD

and any d < D, the d ”principal components” are defined to be d uncor-
related linear components of x:

yi = uTi x ∈ R, i = 1, ..., d (A.2.1)

for some ui ∈ RD such that the variance of yi is maximized subject to

uTi ui = 1, V ar(y1) ≥ V ar(y2) ≥ ... ≥ V ar(yd). (A.2.2)

For example, to find the first principal component, we seek a vector
u∗1 ∈ RD such that

u∗1 = arg max
u1∈RD

V ar(uT1 x), s.t. uT1 u1 = 1. (A.2.3)
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A.3 The System GMM Estimator

I use dynamic panel GMM techniques to address the problems of po-
tential endogeneity, and unobserved country-specific effects in the data.
Equation (A.3.1) shows the baseline regression model for the analysis.

yi,t = αyi,t−1 + βXi,t + ηi + ξt + εi,t (A.3.1)

where yi,t represents the dependent variable for country i in period t.
The first explanatory variable is the lagged value of the dependent vari-
able, yi,t−1, which introduces a dynamic specification. Xi,t represents the
set of explanatory variables except initial level of dependent variable.
Finally, ηi captures unobserved country-specific effects, ξt is a period-
specific constant, and εi,t is the error term.

By construction, there is a problem of endogeneity due to the simul-
taneous presence of the country-specific effect (ηi) and the lagged depen-
dent variable. To show that let us define ηi + ξt + εi,t = ui,t. Then, we
clearly see that E[ui,t|yi,t] 6= 0 because both yi,t−1 = αyi,t−2 + βXi,t−1 +

ui,t−1 and ui,t−1 include ηi which is also in ui,t. In other words, the
strict exogeneity hypothesis that excludes feedback of error towards the
explanatory variables is rejected since the lagged dependent variable is
correlated with the error term. To overcome this problem and to control
for the endogeneity of other explanatory variables, I employ the System
GMM approach, which can be briefly summarized as below.

The first step in the estimation procedure is to eliminate the country-
specific effects via a first-difference transformation:

yi,t−yi,t−1 = α(yi,t−1−yi,t−2)+β(Xi,t−Xi,t−1)+(ξt−ξt−1)+(εi,t−εi,t−1)

(A.3.2)
Equation (A.3.2) shows that country-specific effects are wiped out

from the regression. However, there is still the possibility that past shocks
predict contemporary regressors so there could be a correlation between
(yi,t−1− yi,t−2) and (εi,t− εi,t−1). Hence, I need to use instrumental vari-
ables. According to Arellano and Bond (1991), I can overcome this bias
with the following two assumptions.
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E[Xi,t−s(εi,t − εi,t−1)] = 0, for s ≥ 2; t = 3, ..., n (A.3.3)

E[yi,t−s(εi,t − εi,t−1)] = 0, for s ≥ 2; t = 3, ..., n (A.3.4)

Nevertheless, Blundell and Bond (1998) have shown that when the
explanatory variables are persistent over time, lagged levels of these
variables are weak instruments for the regression equation expressed in
first-differences. This is likely to lead to biased coefficients, and the prob-
lem is generally exacerbated in small samples. The solution Blundell and
Bond (1998) adopted is to use the System GMM estimator, which basi-
cally combines in a system the first-differenced with the same equation
expressed in levels. The instruments for the regression in differences are
the same as those described above, while the instruments for the equa-
tion in levels are lagged differences of the corresponding variables. I
have additional moment conditions such as;

E[(yi,t−s − yi,t−s−1)(ηi + εi,t)] = 0, for s = 1 (A.3.5)

E[(Xi,t−s −Xi,t−s−1)(ηi + εi,t)] = 0, for s = 1 (A.3.6)

I use moment conditions given in equation (A.3.3), (A.3.4), (A.3.5),
and (A.3.6) to get the System GMM estimators. To have valid instru-
ments, I use the standard Hansen test of over-identification, where the
null hypothesis is that the instrumental variables are not correlated with
the residual, and the serial correlation test, where the null hypothesis is
that there is no second-order serial correlation in the error terms. The
Arellano-Bond test for autocorrelation has a null hypothesis that there is
no autocorrelation. The tests for AR (1) process in first differences rejects
the null hypothesis since ∆εi,t = εi,t− εi,t−1 and, ∆εi,t−1 = εi,t−1− εi,t−2,
that is, both have εi,t−1. However, the test for AR (2) in first differences
is more important because it detects autocorrelation in levels. Moreover,
the number of instruments should be less than or equal to the number of
groups to have valid instruments.
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Appendix B

Appendix for Chapter 3
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Table C.1: Main Variables by Country

Country GDP per
capita

Headcount
ratio

Average income
of the poorest
quintile

Private
credit

Market
capitalization

Argentina 4191,766 7.83 798,48 15.67 24.89
Brazil 4541,577 21.01 530,40 35.17 32.46
Bulgaria 3199,96 2.14 1276,72 33.47 11.96
China 1289,561 63.79 354,89 94.41 41.48
Colombia 3221,849 23.35 427,46 28.52 21.73
Costa Rica 4113,213 10.82 795,05 23.77 8.91
Cote d’Ivoire 1004,446 42.32 323,93 21.32 13.93
Croatia 9177,23 0.14 3798,76 44.77 27.7
Dominica 3207,409 13.56 728,47 28.31 -
Ecuador 2841,811 21.63 482,97 23.61 7.92
Egypt 1118,592 21.44 518,64 41.38 31.42
El Salvador 2435,234 20.74 413,11 4.13 17.1
Estonia 8279,566 1.91 2454,06 50.08 24.29
Georgia 1545,319 32.46 363,26 14.01 5.47
Honduras 1289,232 42.75 167,23 34.8 7.47
Hungary 9161,635 0.3 4321,40 36.7 19.2
India 609,4635 77.47 282,07 30.26 42.33
Indonesia 1141,252 65.82 510,22 31.76 22.8
Iran 2347,621 9.42 610,16 29.55 13.55
Jordan 2130,865 6.61 837,77 71.49 100.02
Kazakhstan 3122,078 11.47 1379,55 23.01 19.27
Kyrgyzstan 500,2003 32.55 188,99 5.96 1.46
Latvia 5530,69 1.55 2032,81 33.81 7.36
Lithuania 6426,539 2.94 2173,96 22.94 15.62
Malaysia 4664,931 8.13 1097,07 106.67 151.15
Mauritania 683,6619 54.32 195,11 25.98 -
Mexico 7327,676 11.45 1683,74 19.39 26.73
Moldova 931,6679 31.21 310,13 18.06 3.04
Pakistan 615,9417 72.82 280,94 23.47 17.74
Panama 4240,666 20.69 500,76 68.01 23.79
Paraguay 1530,87 17.52 240,13 22.3 3.04
Peru 2680,203 20.53 542,51 16.97 29.45
Philippines 1104,655 47.99 313,03 31.36 46.88
Poland 6959,33 1.41 2895,97 25.12 17.81
Romania 4162,894 7.32 1884,54 20.42 9.76
Russia 4862,351 3.79 1486,10 21.2 35.86
Slovakia 10013,61 0.32 5540,40 42.03 5.66
Slovenia 15382,98 0.06 6420,11 45.42 18.83
Sri Lanka 1051,022 37.78 430,15 22.99 15.62
Thailand 2269,568 17.61 720,04 105.35 53.42
Tunisia 2712,184 12.91 850,90 60.42 11.65
Turkey 6127,208 6.81 1870,27 19.35 19.49
Uganda 273,3343 80.48 82,01 5.74 8.33
Ukraine 1839,854 3.75 817,99 23.81 17.05
Uruguay 5041,278 2.78 1241,03 28.97 0.67

Note: All variables are averaged over the 1987-2011 period.
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Table C.3: Correlation Matrix Between Financial Development Variables

Variable private liquid deposit bprivate bassets mktcap traded turnover
private 1
liquid 0.883 1
deposit 0.871 0.944 1
bprivate 0.994 0.878 0.863 1
bassets 0.937 0.907 0.902 0.94 1
mktcap 0.547 0.542 0.572 0.542 0.569 1
traded 0.462 0.549 0.527 0.465 0.538 0.791 1
turnover 0.149 0.293 0.232 0.143 0.255 0.261 0.7767 1

Note: Definitions of variables are same as in Table C.2.

Table C.4: PCA for Bank Development Variables

PCA 1 PCA 2 PCA 3 PCA 4 PCA 5
Eigenvalues 4.658 0.221 0.064 0.050 0.004
% of variance 0.931 0.044 0.013 0.010 0.001
Cumulative % 0.931 0.976 0.989 0.999 1

Eigenvectors
Variable Vector 1 Vector 2 Vector 3 Vector 4 Vector 5
private 0.449 -0.475 0.289 0.059 -0.695
liquid 0.444 0.471 0.225 -0.727 -0.003
deposit 0.441 0.556 0.171 0.682 0.034
bprivate 0.449 -0.490 0.211 0.019 0.715
bassets 0.451 -0.045 -0.889 -0.028 -0.050

Note: Definitions of variables are same as in Table C.2

Table C.5: PCA for Stock Market Development Variables

PCA 1 PCA 2 PCA 3
Eigenvalues 2.300 0.683 0.015
% of variance 0.766 0.228 0.005
Cumulative % 0.767 0.995 1.000

Eigenvectors
Variable Vector 1 Vector 2 Vector 3
mktcap 0.536 -0.699 0.471
traded 0.656 -0.005 -0.754
turnover 0.530 0.714 0.456

Note: Definitions of variables are same as in Table C.2
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